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Information is considered as a vital asset for all organizations and 

businesses. Therefore, confidentiality, integrity, and availability of corporate 

and customer information is essential for competitive edge and times 

mandatory due to legal compliance  for certain industries such as healthcare. 

Standards established such as ISO 27001 are aimed towards implementation 

of these information security related goals. In addition to information security, 

patient safety, which aims to prevent harm and negative outcomes of care and 

quality management, which promotes patent safety and better services are 

also key components of a well-designed healthcare system. The main aim of 

this dissertation is to evaluate the influence of these three key dimensions 

and their components on healthcare excellence by conducting a survey in a 

state research and training hospital in Turkey, based on current standards 

and frameworks. ISO 9000 quality and 27000 information security 

management system standards are used as a framework. The survey has 

been applied to hospital employees at various positions. 389 valid responses 

have been obtained for analysis. An exploratory factor analysis indicated 

general patient safety, unit patient safety, Kaizen (continuous quality 

improvement), general quality requirements, information security, and 

healthcare excellence dimensions. Multiple regression analysis showed 

patient safety, quality, and information security significantly affected 

healthcare excellence. 
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INTRODUCTION 
 

a. Background of the study 

 

World Health Organization (WHO) states that, Health is a state of complete 

physical, mental, and social well-being and not merely the absence of disease or 

infirmity  (World Health Organization, 1948).  There are objections (Callahan, 1973: 

77) as well as acceptance (Breslow, 1972: 349) of this definition. There may or may 

not be a perfect health definition, yet health is important for individuals and the 

society we live in. In fact for some people good health is indispensable part of life 

needed for the pursuit of happiness. Genes we inherit, environment we live in, and 

our own behavior are among the factors that influence  health (Lohr, 1990: 19). 

Health and healthcare1 go together as healthcare has important 

consequences on health. In some cases it helps people preserve or restore their 

health and in some others it might just have a marginal impact. A variety of health 

ol. It is important as everyone needs it 

at some point in their lives. Healthcare is important to ensure a healthy body, a 

healthy workplace, and a healthy community.  

Contrary to health, healthcare can be and is bought and sold. Although 

differences exist in healthcare policies and delivery of health services of every 

government and country, the cost aspect of the issue remains common for all. To 

obtain the maximum efficiency and effectiveness of the resources used providing 

healthcare services to those who need it, the healthcare system needs to be 

efficient and effective. Institute of Medicine (IOM) proposes six specific goals for 

improvement to achieve this efficiency and effectiveness. IOM states that, 

healthcare should be: safe, effective, patient centered, timely, efficient, and 

equitable (Institute of Medicine, 2001: 6).  

Information systems and technology ( ), patient safety, and 

quality management have all crucial roles in addressing these properties defined by 

IOM. These are the three important domains that form the main pillars of the 

healthcare industry. 

                                                           
1
 Health care and healthcare are often used to mean the same thing. But they have different 

meanings depending on the context. Health care as two words refers to what happens to a patient. 
Healthcare as one word refers to a system or systems to offer, provide, and deliver health care. 

 for simplicity. 
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 IT nowadays has become integrated to our lives and is an essential if not an 

indispensable part according to many. Information is the essence of IT

fast paced environment information is critical in every part of our day-to-day 

routines. Information is embedded in political, economic, social, technological, 

environmental, and legal aspects of our lives. It is only as good as its 

consequences. The main issue for any IT is to provide the right information to the 

right people at the right place and time. Within an organization information is merely 

useful to the degree it is shared and protected. With the sharing of information, 

security becomes a major issue which must be addressed properly. In a healthcare 

setting the security of information becomes especially important due to the 

increasing demands to improve the quantity and quality of information associated 

with the healthcare services provided. Developments and demands within the 

healthcare industry necessitate better sharing of information across boundaries of 

organizations while proper confidentiality is maintained (Higgs, 1997: 61).  

Despite all the advances in IT and availability of all the security related tools, 

information security (IS) breaches are common to most organizations. The 2011 

Computer Security Institute (CSI) Computer Crime and Security survey found 41% 

of the respondents experienced security incidents (Richardson, 2011: 11). Among 

these incidents 22% were targeted attacks. According to the survey, for 20% or less 

of the losses, 87.1% of respondents indicated malicious insiders where 66.1% 

attributed to non-malicious insiders. In a recent security survey, respondents 

identified internal crimes (34%) causing more damage than external attacks (31%) 

(PricewaterhouseCoopers, 2013a: 9). 

Stories of security incidents causing much harm to companies confirm these 

types of security surveys which indicate that companies still are experiencing 

significant security breaches despite the existence of IS systems supposedly 

protecting their sensitive data. Along with many others, Heartland Payment Systems 

security breach causing possibly one of the largest incidents in the industry with 100 

million credit and debit cards exposed to fraud is a good example that technical 

approaches alone to IS issues are not sufficient to prevent incidents like these 

(Brenner, 2009; Worthen, 2009). 

Safety is a critical attribute of healthcare systems. Though healthcare 

information technology ( HIT ) plays a significant role, 

patient safety alone as much as the interactions of people and technology in a given 

environment (Coiera, 2003: 206). Healthcare is a complex system prone to 
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accidents due to the way various components are linked to each other. Human error 

in healthcare like in any other industry is one of the main reasons contributing to 

accidents.  When humans and machines interact within this complex system, 

creating unsafe states (Ash et al., 2004: 106), patients are harmed. Patient safety 

has been recognized as a major issue and researched by different institutions 

(Institute of Medicine, 2004; Joint Commission on Accreditation of Healthcare 

Organizations, 2014; National Patient Safety Agency, 2014; National Patient Safety 

Foundation, 2014).  

How a given system operates has much to do with safety. Large systems 

consist of various complex components that fail due to multiple faults occurring at 

the same time. Therefore; safety considerations should be part of the systems 

process design and implementation, which have to do with the overall systems 

quality. Quality management systems (QMS) and standards help reduce errors 

within a given process increasing reliability of the process outputs. 

Staff perceptions and attitudes about patient safety2 of their hospitals and on 

their work units can influence the care they provide. Research on unit work climate 

(the measurable attitudes of staff) in human services organizations, which included 

social workers and nurses, has shown that an organizational climate of support for 

staff and responsiveness to priorities such as patient safety positively affects the 

quality and effectiveness of services (Hemmelgarn et al., 2001). 

Clinical staff with a clear understanding of high priorities set for patient safety 

functions towards reducing or eliminating the beliefs and attitudes that risk patient 

safety (Singer, Gaba, et al., 2009). A better patient safety culture or safety climate 

would facilitate staff attitudes in adopting safe patient care behaviors such as 

following policies and procedures designed to protect patients, reporting errors in 

care, and communicating and collaborating with the healthcare team. The effects of 

these behaviors can be observed and measured by indicators of quality patient care. 

Objective measures of the quality and safety of patient care offer the means 

to evaluate care processes and identify areas for improvement. For example, 

performance improvement programs can include educational programs that update 

staff on unit quality indicators, identify progress to the goals of the unit, and plan 

strategies to meet those goals as indicated. Linking outcomes to the culture of 

safety offers opportunities to create benchmarks and the exchange of approaches 

                                                           
2
 Patient safety, patient safety climate, or patient safety culture might refer to the same concept 

depending on the circumstances.  
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within and across hospitals that improve patient safety (Singer, Lin, et al., 2009: 

400). 

Although questionnaires have been used to measure and describe hospital 

patient safety culture and climate, few studies have attempted to link climate to 

patient outcomes or other indicators of safe, quality patient care (Davenport et al., 

2007; Thomas et al., 2003). 

A healthcare system is responsible for a considerable proportion of public 

expenses. As shown in Figure 1, expenditures for healthcare related GDP health 

costs are also escalating in the western world (Adler-Milstein and Cohen, 2013: 83). 

As a result cost management has become a primary topic in healthcare. Improving 

the quality of healthcare and measuring the performance of care are major public 

and political issues challenging healthcare organizations.   

 

Figure 1: Health Expenditure as a Share of GDP, OECD Countries 
 

 

 

Source: OECD, 2012 
 

In response to increasing concerns about quality and the rising need of 

expenditure accountability and improvement targets, a growing number of countries 
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and healthcare institutions have implemented quality management programs and 

applied quality standards. According to Hassan and Kanji (2007), Dranove et al. 

(1999; cited by Hassan and Kanji, 2007: 1) observed that nearly all hospitals in the 

United States were involved in quality improvement programs, noting that in 1997 

almost all (98%) of about 2,000 hospitals had adopted the continuous quality 

improvement (CQI) policy. In the Netherlands, Wagner et al. (2003; cited by Hassan 

and Kanji, 2007: 1) found training programs in quality management for employees at 

71% of the surveyed health care organizations. 

 

b. Statement of the problem 

 

Information security, patient safety, and quality are three critical key 

components of a well-designed healthcare system that aims for healthcare 

excellence. To date various studies have been done all addressing these factors 

individually within a healthcare environment. There also have been studies 

performed researching the relationship between safety and quality, security and 

safety, and security and quality, regarding healthcare excellence. Yet, despite the 

importance of these three critical factors within healthcare, there have been almost 

no study that accurately assess and examine the interrelationships among all three 

of these factors within a healthcare environment and the impact on healthcare 

excellence.  

The expenditure on HIT is expected to increase globally to over $55 billion by 

2017 (MarketsandMarkets, 2014). Use of resources effectively and efficiently within 

healthcare is important as healthcare organizations face complex issues related to 

effectiveness, efficiency and quality. Like in all other systems, in an effective and 

efficient healthcare system, organizational  resources are used to get the best value 

for the money spent  (Palmer and Torgerson, 1999: 1136). Patient safety is 

considered as a  critical component of quality (Kohn et al., 2000), yet even in 

hospitals with programs heavily focused on improving patient safety, adverse events 

affecting hospitalized patients occur reducing the overall quality of care (Landrigan 

et al., 2010: 2125). IT can improve patient safety by reducing errors and harm from 

errors (Aspden et al., 2004; Bates et al., 1998; Kohn et al., 2000) and with better use 

of resources increase efficiency and quality.  

In literature there is a bit of a confusion regarding the benefits or harms of 

HIT. Despite various studies indicating benefits of HIT, providing improvements to 
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patient safety and quality, certain others have not been able to provide benefits 

(Black et al., 2011; Garg et al., 2005; Reckmann et al., 2009). 

 

c. Purpose of the study 

 

 The main aim of this dissertation is to attempt to predict the extent of the 

impact of the three key dimensions and their components of a healthcare system, 

i.e., information security, patient safety, and quality, on overall healthcare excellence 

using a quantitative approach and using survey questionnaire methods. The study 

aims to bring clarity to the existing issues and gaps related to the concepts being 

studied. Though there have been studies done on the relationship regarding safety, 

and quality, there has been no research done to analyze the relationships regarding 

all three dimensions in healthcare environment.  The significance of the relationship 

is that it may provide an explanation of how information security, quality, and safety 

affect healthcare excellence, and may also confirm the positive correlations of 

quality and safety found in some of the very few studies done in healthcare 

(Tutuncu, 2008), allowing decision makers to implement proper security, safety, and 

quality related measures in the relevant healthcare settings.  

 

d. Research questions 

 

The purpose of this quantitative study is to find out the functional 

relationships of the three critical components including information security, patient 

safety, and quality within a healthcare system and their impact on healthcare 

excellence.  The general research question (RQ) this research study addresses is:  

To what extent do information security, patient safety, and quality influence 

healthcare excellence in the healthcare system?  

The following research questions together with null hypotheses (H0) and 

alternative hypotheses (Ha) expand the above general research question and serve 

as a guide to the study: 

RQ1: To what extent is there a relationship between Information Security and 

Healthcare Excellence? 

RQ2: To what extent is there a relationship between Patient Safety and 

Healthcare Excellence? 
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RQ3: To what extent is there a relationship between Quality and Healthcare 

Excellence? 

 

e. Hypotheses 

 

The following hypotheses were generated in order to answer and analyze the 

research questions of the study: 

H10: There is no statistically significant relationship between 

information security, and healthcare excellence. 

H1a:  There is a statistically significant relationship between 

information security and healthcare excellence. 

H20: There is no statistically significant relationship between patient 

safety and healthcare excellence. 

H2a: There is a statistically significant relationship between patient 

safety and healthcare excellence.  

H210:  There is no statistically significant relationship between unit patient 

safety and healthcare excellence. 

H21a: There is a statistically significant relationship between unit patient 

safety and healthcare excellence.  

H220: There is no statistically significant relationship between general 

patient safety and healthcare excellence. 

H22a: There is a statistically significant relationship between general patient 

safety and healthcare excellence.  

H30:  There is no statistically significant relationship between quality 

management system and healthcare excellence. 

H3a:  There is a statistically significant relationship between quality 

management system and healthcare excellence.  

H310:  There is no statistically significant relationship between general 

quality requirements and healthcare excellence. 

H31a:  There is a statistically significant relationship between general quality 

requirements and healthcare excellence.  

H320:  There is no statistically significant relationship between KAIZEN and 

healthcare excellence. 

H32a: There is a statistically significant relationship between KAIZEN and 

healthcare excellence.  
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f. Nature of the study 

 

The focal point of this quantitative predictive study was to explore the 

relationships among the three key components, i.e., information security, patient 

safety, and quality management system and their impact on healthcare excellence 

in healthcare via a study conducted in Turkey in a state research hospital, as well as 

the potential influences they had on each other. Literature has been reviewed for 

security, safety, quality and similar objectives were taken into consideration for 

establishing the survey and techniques. The non-experimental design of the study 

allowed responses obtained within a relatively short time frame through a drop-off 

survey with a structured questionnaire distributed to the employees of a state 

research hospital in Denizli, Turkey. The overall methodology was effective, 

efficient, and relatively inexpensive. 

Prior studies (Upfold and Sewry, 2005; Yeniman Yildirim et al., 2011) that 

used validated set of dimensions were taken as references for the design of the 

information security construct. For this part, the security construct, ISO/IEC 27001 

Information Security Management System and its objectives and clauses were used 

to form the items (ISO-27001, 2005) on the questionnaire. The safety items on the 

questionnaire were based on the Safety Attitudes Questionnaire (SAQ) (Sexton et 

al., 2006) which was an improvement over the Intensive Care Unit Management 

Attitudes Questionnaire (Sexton et al., 2000; Thomas et al., 2003). The Flight 

Management Attitudes Questionnaire (FMAQ) (Helmreich et al., 1993; Helmreich 

and Merritt, 1998) was the main reference for the intensive care study. The quality 

related items were based on established quality related research (Tutuncu et al., 

2009). 

The questionnaire used an interval-scale for scoring (1 = Never, 2 = Rarely, 

3 = Sometimes, 4 = Often, 5 = Always).  

 

g. Significance and relevance of the study 

 

This study contributes to the knowledge base within healthcare by exploring 

the interrelationships among the three key components and their impact on the 

healthcare excellence. There is a gap in literature regarding the impact of three 

important components in healthcare; information security management systems, 

patient safety, and quality on overall healthcare excellence. Very few studies to date 
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have researched the impact of HIT, especially information security, on safety and 

quality resulting in major gaps in our knowledge regarding how HIT affects safety 

and quality. The patient safety, quality, and information security are the building 

blocks of a well-designed healthcare aiming at providing excellent care.  

In addition to the theoretical contribution there is also the practical relevance 

as the study can contribute to better management of healthcare organizations 

especially from a strategic perspective. Given the increasing reliance on HIT, the 

security related consequences in healthcare are extremely important along with the 

quality and safety. 

 

h. Limitations and delimitations of the study 

 

IS concepts in parallel to quality 

and safety is one of the main constraints of the study. Due to the general nature of 

the hospital personnel, their involvement with IT and IS might be limited.  For certain 

participants of the survey, the responses to the questions may not reflect their true 

thoughts due to concerns of being reprimanded. Though it is clearly mentioned that 

this is an academic research, answers to certain management related questions 

may not reflect the accurate thoughts of the personnel. 

The unit of analysis was a delimitation of this study. The field study is 

conducted in one hospital. In order to get more meaningful results, the study can be 

applied to multiple healthcare institutions  and comparative analysis can be 

conducted (Yin, 2009). 

Another important limitation of the study was the cancelation of the ISO 

27001:2005 standard on which the IS questions were based. The new ISO 

27001:2013 information security standard that was published on September 25, 

2013 cancels and replaces ISO/IEC 27001:2005 version. The questionnaire was 

distributed and results were obtained before the new version of 2013 became active. 

Although the control groups of the standard are very similar, a future version of the 

study can be conducted in different settings using the new ISO 27001:2013 version. 

 

i. Organization of the remainder of the study 

 

Within introduction, background of the study, problem statement, purpose of 

the study, research questions and hypotheses, as well as significance, limitations 
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are provided. The need for further research related to relationships of information 

security, patient safety, and quality and their impact on overall healthcare excellence 

is discussed by providing current state of the issues. In chapter one, a 

comprehensive review of the literature related to information security is presented in 

regards to healthcare excellence. Each topic is presented within a separate section 

addressing various important concepts regarding the issues. Information security is 

presented starting with the use of IT in healthcare, complexity of the healthcare 

system, the effect of Internet on our lives, security related concepts, risks, cultural 

and human factors, as well as some theories, standards and regulations. Patient 

safety is reviewed on chapter two touching the safety concept, errors, risk factors, 

systems and accidents, safety culture and ending with human factors in safety. 

Chapter three deals with quality related issues in healthcare addressing the history 

and important concepts in quality such as Total Quality Management (TQM), CQI, 

methods and frameworks, barriers, problems, and factors influencing quality 

improvement efforts. Chapter four provides in detail the quantitative research, 

methods, population, the data, and findings presented through various statistical 

analyses performed, and finally chapter five finishes with a discussion, conclusion 

and implications for practice and further research. 

The first three chapters cover the main topics and their sections; Information 

Security Management Systems, Patient Safety, and Quality within a healthcare 

environment. The first chapter is a discussion of information security management 

systems and the related topics such as HIT, standards and frameworks, threats, 

human and cultural factors. The second chapter will discuss patient safety related 

topics which then will be followed with the third chapter with quality related topics 

that exist within a healthcare environment followed by quantitative methods 

explained in chapter four and finally a conclusion will be presented.  
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CHAPTER ONE 

INFORMATION SECURITY MANAGEMENT SYSTEMS 

 

1.1. INFORMATION TECHNOLOGIES 

 

Leaders in healthcare recognize the need for what has been called 

knowledge in the world  (Norman, 2002: 56), which is information retrievable when 

needed, replaces the need for detailed memory recall, and is continuously updated 

on the basis of new information. 

Information relies on the usage of IT. Looking back at the IT history one can 

see the progressive evolution. Multiple turning points exist in the computer 

technology, which later became to be known as the IT industry.  According to Press 

(2013), the major milestones in the IT history are: 

 June 30 1945: John Von Neumann published the first Draft of a Report on 

the EDVAC , the first documented discussion of the stored program 

concept and the blueprint for computer architecture to this day.   

 May 22, 1973: Bob Metcalfe distributed a quickly drafted memo inventing 

Ethernet at Xerox, Palo Alto Research Center (PARC).  

 March 1989: Tim Berners- Information management: A 

proposal . 

Based on these milestone

eras such as mainframes, PCs, Internet, and Post-PC. Though these milestones 

milestones will reveal more. 

Early 1 placed in 

huge air-conditioned offices operated by a small number of technical people.  No 

online users existed and as a result no user accounts or passwords were required to 

use these systems. Programs were run in batches with physical control. Both 

hardware and software interruptions were handled by in-house IT professionals. 

Small scale-computers with dumb terminals  gave multiple users access to system 

resources via their defined user ID and passwords. Time-sharing, multi 

programming, and online data storage were among the main highlights of the mid-

60s, which also brought the potential of computer security breaches. Due to 

complex programs, operating systems, and databases in a multi-user environment, 
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system and data protection had to be provided against unintentional or intentional 

errors.  

In the 70s, the development of microprocessors and network technologies 

accelerated the deployment and usage of computers. Compared to the large scale 

mainframes, microprocessors enabled faster and inexpensive computers on a wider 

scale. The Kenbak-1 was the first personal computer and it was listed for sale for 

$750  in the Scientific American magazine in 1971 (Computer History Museum, 

2006).  Late 70s witnessed general availability of first generation personal 

computers such as TRS-80, Commodore, and Apple II which were designed to be 

IS impact. In 1969 ARPANET 

(Advanced Research Projects Agency Network) in US was established for national 

defense purposes which would later provide the foundations of the global network, 

which we today know as Internet. The ARPANET connected four nodes and 

computers were interconnected via dedicated leased lines which for the first time in 

IT history exposed the systems to outside world and computers from different 

locations were able to communicate with each other providing a variety of benefits. 

Information sharing was the main benefit. In addition to the physical controls to the 

systems, logical controls were put in place to provide authorized access to 

computing resources via remote terminals for individuals in other locations.   

Mass production of personal computers took place in the 1980s. Along with 

the computers, a variety of applications such as spreadsheets and text editing 

applications running on PCs made them popular within the home and office 

environments. Data sharing was still an issue due to complexities of the technology 

as these computers were geared more towards individual usages and were not 

connected to each other in a mainstream. This issue was later resolved with the 

development of local area networks (LAN), which created its own set of security 

related issues. 

In the 80s, the personal computers due to advances in technology started to 

become affordable for the consumers. The increased availability of applications 

such as spreadsheets along with inexpensive computers provided the means for 

consumer to purchase them and use them at homes and offices. Despite the 

convenience factor, sharing data among users of the systems was not easy. In order 

to solve this issue, LANs were developed. LANs provided users a way of accessing 

data hosted on a more powerful computer called server or workstation. Though 

convenient, issues such as security within this new platform emerged. 
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With the rapid advances in network technologies, 90s experienced the wide 

scale interconnectivity especially via the wide area networks (WAN). Introduction of 

World Wide Web with unrestricted access to masses opened another phase in the 

IT computing environment introducing the E-commerce concept. Internet made it 

possible and convenient to buy, sell, communicate, and share information.  All these 

major technological changes in the 90s as well as the wireless technologies of the 

early 2000 brought IS issues along, as it was possible to connect to different 

computer systems running various business related applications using Internet and 

other WAN/LAN technologies from anywhere in the world.   

The world of IT is constantly evolving, expanding and deeply changing our 

lives.  Nowadays IT is everywhere integrated to our daily lives in various formats. 

There is an ongoing transformation from the old technology to new technology. High 

watch, G handheld portable devices including laptops, 

tablets, smartphones, phablets utilizing all the latest processors and software along 

with the high bandwidth of broadband availability now make IT part  of our daily lives 

more than ever. 

Organizations are also being forced to utilize IT to restructure core business 

processes, to increase productivity and effectiveness and to gain competitive 

advantage due to continuing innovations and global pressures (Zwass, 1997). In 

many cases,  IT is required to run businesses (Zviran and Haga, 1999: 162). 

Advances in technology have provided access to digital world. The new 

platforms and concepts such as cloud computing have made the competitive gap 

between small and large companies even smaller, with low barriers to enter, making 

innovation is no longer limited to large enterprises. It is now apparent IT provides 

new opportunities to bring value by effectively and efficiently utilizing organizational 

resources (Bilbao-Osorio et al., 2013: xi). In addition to academic research, many 

organizations have also attempted to measure the benefits IT provides to economy 

and society (Bilbao-Osorio et al., 2013: xii). 

The 2013 global information technology report presents a framework to utilize 

for assessing and measuring impact of IT for nations taking certain factors such as, 

infrastructure, skills, affordability, individuals, businesses, and government present 

in an environment as illustrated in Figure 2 (Bilbao-Osorio et al., 2013). 
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Figure 2: The Networked Readiness Index Framework 

 

Source: Bilbao-Osorio et al., 2013: 5 

 

The Network Readiness Index (NRI) shown in Figure 3, consists of four 

component indexes aimed at measuring from an IT perspective; the environment; 

the readiness, the usage; and, the impacts.  The environment, readiness and usage 

all drive the impact IT provides to economy and society.  

 

Figure 3: The Networked Readiness Index Structure 
 

 

Source: Bilbao-Osorio et al., 2013: 6 
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1.1.1. Healthcare Information Technology  

 

It is not easy to define the terms used for healthcare information systems and 

technologies as they cover a wide array of applications, solutions, and components 

and have contextual meanings. Health (care) IT is a common term used along with 

other terms like health information systems, healthcare information systems, health 

(care) information and communication technologies, health (care) informatics. The 

terms cover a wide range of applications from many disciplines including but not 

limited to;  medicine, computer science, management science, statistics, biomedical 

engineering, among many others  (Raghupathi, 1997: 82). Other definitions focus 

specifically on the technology aspect such as; computer hardware and software 

that  deals with the storage, retrieval, sharing, and use of healthcare information, 

data, knowledge for communication and decision making   (Jones et al., 2011: 43).  

A wide range of products, including electronic health records (EHR), patient 

engagement tools (e.g., personal health records), and software for medical devices 

are also part of the HIT. HIT encompasses an array of techniques, applications, 

tools, processes, systems, software, hardware, operating within a larger socio-

technical context including people, organizations, workflows, processes. 

IT advancements play an important role in every aspect of the modern 

societies, impacting all industries including but not limited to finance, healthcare, 

defense, education, and energy. HIT expenditures are expected to increase all over 

the world. In North America alone, the figure is expected to be around $35 billion in 

2014 due to government imposed regulations (Technology Business Research, 

2013). Globally, the spending is expected to exceed $56 billion by 2017, an increase 

of $16 billion from the 2012 figure of 40.4 billion at a compound annual rate of 7% 

(MarketsandMarkets, 2014). Increased pressure on governments to reduce 

healthcare costs, healthcare systems integration and high return on investment 

expectations are among the reasons for the increased rate of growth. The 

fragmented nature of the HIT industry, high costs of HIT initial investments as well 

as maintenance costs, and the discrepancy of the regulations between developed 

and developing countries are also the factors slowing down a faster growth. 

 Due to this high investment in HIT, one of the main goals of the sector is to 

make sure safety of care is improved as well.  HIT can play an important role for this 

improvement in healthcare by reducing errors and costs, as well as providing better 
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information to patients. HIT can also provide controls for adverse medical reactions, 

timely communication to patients, and preventive screening services.  

The assumption that use of HIT provides these benefits needs further 

testing. In addition, efforts to achieve one benefit might bring implications to promote 

the other (Institute of Medicine, 2012). Advances in HIT in addition to the benefits 

can also create failures which may not be identified properly or noticed easily unless 

these advances in technology are well established. The reasons of the failures 

introduced by the new technologies need to be examined properly in order to 

analyze the impact of new technology on safety (Woods, 2010). 

Use of HIT, along with advances in technology is increasing due to high 

demand for automation and benefits as well.  Use of increased electronic medical 

records (EMR), computerized provider order entry systems (CPOE), and Internet 

also contributes to this high demand. Government imposed regulations also 

increase HIT usage in order to streamline and limit increases in healthcare costs 

(Reis, 2012). As shown in Figure 4, the significant increase in adoption of HIT in the 

USA within the last decade is another indicator for this high demand (Hsiao and 

Hing, 2012).  

 

Figure 4: % of Office Based Physicians with EHR Systems in USA 

 

Source: Hsiao & Hing, 2012, based on National Ambulatory Medical Care Survey and 

Electronic Health Records Survey 

 

Various barriers and challenges including complexity of training needed for 

systems integration, cost of HIT, lack of resources, especially qualified IT labor, and 

concerns regarding privacy and confidentiality of health data (Cain et al., 2000) 

prevent the existing healthcare environment to take full advantage of the advances 
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in HIT. On top, lack of national and governmental standards for processing health 

data increases the barriers even more.  

 

1.1.2. Healthcare Information Technology - Complexity 

 

Healthcare is a complex environment presenting challenges and also 

opportunities for IT.  A variety of models have been introduced to address the 

inherent challenges and adapt IT into complex adaptive healthcare environment to 

better utilize. The main models that have been developed for this purpose include 

 (Hazlehurst et al., 2003; Hutchins, 1995; 

Patel et al., 2008), ons theory (Ash, 1997; Gosling et al., 

2003; Rogers, 2010; Venkatesh et al., 2003), Swiss Cheese Model3 

(Lederman and Parkes, 2005; Reason, 2000b; Van Der Sijs et al., 2006), 

 (Holden and Karsh, 

2010; Kijsanayotin et al., 2009; Venkatesh et al., 2003), -step 

human computer interaction (HCI) model (Malhotra et al., 2007; Norman, 2002), and 

8-dimension socio-technical Model (Sittig and Singh, 2010). All of these models 

each cover one or more aspects of the IT implementation in healthcare. When 

compared, among all these models -dimension socio-technical model has 

taken a full range factors into consideration utilizing the limited views of the other 

models.  

The 8-dimension socio-technical model as illustrated in Figure 5 represents 

the key interdependent dimensions critical to a successful HIT implementation as; 

Hardware and software computing infrastructure, Clinical, Human-computer 

Interface, People, Workflow, Internal organizational policies, procedures, and 

culture, External rules regulations and pressures, System measurement and 

monitoring  (Sittig and Singh, 2010: i69). 

 

                                                           
3
 See section 2.4.3   
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Figure 5: The 8-Dimension Socio-technical Model 

 

 

Source: Sittig and Singh, 2010: i69 

 

HIT usage in healthcare environment is among the many reasons why 

healthcare is considered as a complex system (Begun et al., 2003; Sittig and Singh, 

2010). The interdependencies of the factors present in these complex systems need 

to be researched within their own context in order to understand the system itself. 

Otherwise a hierarchical decomposition (Rouse, 2003: 154) of a complex system for 

adaptive nature (Rouse, 2008: 18).  

Regardless of the existing models, there is a common belief that HIT can be 

a positive transformative force when done right creating an environment of safer 

care with a variety of side benefits such as clinical performance increase, better 

decision support, improved communication among patients and caregivers, 

administrative cost reductions, innovations in clinical studies by following patterns 

based on data obtained from patients with similar diagnosis resulting new solutions 

to existing diseases. 

On the other hand, potential to maximize the administrative economic 

benefits, the inadequate design, test, application, and implementation of HIT 

creating hazardous safety environments within an already complex setting, as well 

as risks to patients as a result of the heterogeneity within the HIT products and 

solutions are among the serious concerns for the negative consequences.  
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1.1.3. Healthcare Information Technology - Benefits 

 

Despite the adoption challenges and sophistication of HIT, done properly, IT 

can provide an environment of healthcare that is of high quality, safer, more 

 (Adler-Milstein and Cohen, 2013). 

In general, health IT is not one unique end product but is consisted of 

elements  that are designed, applied, and used differently by various vendors, 

healthcare settings, and users (Häyrinen et al., 2008: 292). These differences 

influence healthcare processes including workflow, design, and procedure, hence 

the quality and safety of the care delivered. 

Patient safety reliability can be increased through designing and 

implementing a proper HIT (Dorr et al., 2007; Niazkhani et al., 2009; Shah et al., 

2006). In addition, this proper implementation, provides the platform to support 

research (Blumenthal and Kilo, 1998: 625), extract medical knowledge from patient 

care using automated clinical data (Hewitt and Simone, 2000). 

The diversity of the adverse events inherent in the healthcare environment is 

one reason why much of the literature studying HIT and patient safety has focused 

on error avoidance and prevention. IT can improve patient safety by reducing errors 

and harm from errors (Aspden et al., 2004; Bates et al., 1998; Kohn et al., 2000). A 

variety of studies on electronic prescribing of medications offer strong evidence of 

improved patient safety via lowered frequency of medication errors, which might 

significantly be able to reduce avoidable adverse drug events (Kaushal et al., 2003; 

Shamliyan et al., 2008; Wolfstadt et al., 2008). Yet the degree to which HIT can 

reduce these errors varies widely among the different electronic prescription 

applications used (Nanji et al., 2011: 769).  

HIT can improve patient safety by utilizing medical evidence with patient 

specific clinical data and clinical decision support systems available when needed 

for patient care (Berner et al., 1999; Classen, 1998; Hunt et al., 1998). In addition as 

part of the decision support systems, automated clinical data provides assistance to 

clinicians and patients with their decisions in diagnosis and evaluations regarding 

treatment options (Burger, 1997; Weed and Weed, 1999). 

In addition to improving coordination among clinicians, and increasing 

accountability for performance (Blumenthal and Kilo, 1998), HIT help make quality 

measurements timely and accurate (Schneider et al., 1999: 1184). One of the other 
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major effects of HIT on quality of care is its role in increasing adherence to 

guideline- or protocol-based care (Wu et al., 2006: 742).  

EHR, an important component of a complex HIT consists of mainly four core 

elements (Institute of Medicine, 2012: 38): electronic clinical documentation, 

electronic prescribing, results reporting and management , and clinical decision 

support (DesRoches et al., 2008; Jha et al., 2009; Jha et al., 2006) as well as 

barcoding systems and patient engagement tools. The EHR provides other uses in 

accounting, reporting, surveillance, and quality improvements. Table 1 summarizes 

the be  (Institute of 

Medicine, 2012: 39). 

 

Table 1: Benefits and Safety Concerns - Literature Summary 
 

HIT Components Potential Benefits Safety Concerns 
Computerized Provider Order 
Entry (CPOE): An electronic 
system that allows providers to 
record, store, retrieve, and modify 
orders (e.g., prescriptions, 
diagnostic testing, treatment, 
and/or radiology/imaging 
orders). 

 
 Large increases in legible orders 
 Shorter order turnaround times 
 Lower relative risk of medication 

errors 
 Higher percentage of patients who 

attain 
their treatment goals 

 Increases relative risk of medication 
errors 
 Increased ordering time 
 New opportunities for errors, such as: 

 
 

medications 
inflexible ordering formats 

generating wrong orders 
 

facilitate double dosing 
 

 Disruptions in workflow 
Clinical Decision Support (CDS): 
Monitors and alerts clinicians of 
patient conditions, prescriptions, 
and treatment to 
provide evidence-based clinical 
suggestions to health professionals 
at the point of 
care. 

 Reductions in: 
 

 
 

resuscitating 
patients in adult trauma centers 

-preferred 
medications 

 Can effectively monitor and alert 
clinicians of adverse conditions 
 Improve long-term treatment and 

increase the likelihood of achieving 
treatment goals 

 
 Rate of detecting drug drug 

interactions varies widely among 
different vendors 
 Increases in mortality rate 
 High override rate of computer 

generated alerts (alert fatigue 

Bar-coding: Bar-coding can be 
used to track medications, orders, 
and other healthcare products. 
It can also be used to verify patient 
identification and dosage. 

 Significant reductions in relative risk 
of medication errors associated with: 

 
 

 

 Introduction of workarounds; for 
example, clinicians can: 

 
identification without visually 
checking to see if the medication, 
dosing, and patient identification 
are correct 

 
bar-codes to another object 
instead 
of the patient 

orders and medications of 
multiple patients at once instead 
of doing it each time the 
medication 
is dispensed 

Patient Engagement Tools: Tools 
such as patient portals, 
smartphone applications, email, 
and interactive kiosks, which 
enable patients to participate in 
their healthcare treatment. 

 Reduction in hospitalization rates 
in children 
  

of treatment and illnesses 

 Reliability of data entered by: 
 
 

 
 

 

Source: Institute of Medicine 2012: 39 
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A research conducted in 1997, aimed at identifying the  frequency of adverse 

drug events screened more than 90 000 hospital admissions (Classen et al., 1997: 

303). The study found that 2.4% of the admissions were associated with adverse 

drug events causing an increase in costs of $2262 due to 1.9-day additional stay. 

A reduction of medical errors associated with quality was due to the HIT. 

Multiple studies from LDS Hospital regarding CPOE (Evans et al., 1999 ; Evans et 

al., 1998: 234) showed significant decreases in adverse drug events and medication 

errors (Bates et al., 1998: 1316). In addition to the patient safety and quality related 

effects, there is also the financial side of the equation where HIT has an impact to 

the overall bottom line. Various studies observed that EMRs can provide a positive 

financial return on investment (Johnston et al., 2004; Wang et al., 2003). 

IOM (2001) provides the definition adapted from Hunt et al., (1998: 1339) for 

clinical decision support system (CDSS) as software that integrates information on 

the characteristics of individual patients with a computerized knowledge base for the 

purpose of generating patient-specific assessments or recommendations designed 

to aid clinicians and/or patients in making clinical decisions.  

According to IOM, CDSSs provide assistance to clinicians and patients 

regarding prevention and monitoring of tasks, prescription of drugs, and diagnosis 

and management.  Application related to prevention and monitoring tasks and 

prescription of drugs use often 

based on practice guidelines (Delaney et al., 1999; Shea et al., 1996). On the other 

hand, diagnosis and management of applications require detailed patient data, up-

to-date clinical information and sophisticated mathematical models.  

  

1.1.4. Healthcare IT  - Harmful Consequences 

 

Despite varies studies that HIT can assist providing improvements to patient 

safety, certain others have not been able to provide benefits (Black et al., 2011; 

Garg et al., 2005; Reckmann et al., 2009). It is clear that current HIT 

implementations are often complex, cumbersome, and brittle in ways that may also 

have negative effects on clinician performance (Armijo et al., 2009; Belden et al., 

2009). When HIT changes the there is a potential negatively affecting 

te patient information (Niazkhani et al., 2009: 543). 

It may also cause increased workload for clinicians ignoring information generated 

by computers, and therefore continue to rely on many traditional ways of 
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communication creating unsafe workarounds, and spending more time dealing with 

HIT than with patient care (Ash et al., 2009: s72).  

Medication safety due to HIT use might be the only specific area of benefits 

as the potential benefits of HIT is weaker  in other areas (Bates and Gawande, 

2003: 2533). Research in literature is also limited in establishing advantages of HIT 

on healthcare outcomes (Black et al., 2011; Garg et al., 2005; Reckmann et al., 

2009). In addition recent data suggest HIT can cause new  safety challenges into 

the healthcare system (Magrabi, Li, et al., 2010; Magrabi et al., 2012). 

Though HIT is central to providing improvements to safety and quality of 

health services, new evidence suggests it might also bring additional risks (Ash et 

al., 2004; Magrabi, Ong, et al., 2010; Magrabi et al., 2012; Magrabi et al., 2011; 

Sittig and Singh, 2011). According to Food and Drug Administration (FDA) in US, 42 

reported patient harms as well four deaths in 436 critical events took place in nearly 

three years from 2008 to 2010 that had to do with HIT (Magrabi et al., 2011: 853).  

HIT generally includes computer hardware and software used by health 

professionals and consumers to support care which might have physical and logical 

components that fail in time. The safety of these components used in HIT needs to 

be urgently addressed (Coiera et al., 2012; Institute of Medicine, 2012). HIT 

problems also disrupt clinical work contributing to new types of errors leading to 

delays and re-work (Hanuscak et al., 2009; Harrison et al., 2007; Magrabi, Ong, et 

al., 2010; Perry et al., 2005; Wetterneck et al., 2011).  

research indicates potential safety 

e-iatrogenesis  (Weiner et al., 2007: 387). HIT caused 

harm might result in injuries and potential deaths due to errors in dosage, failures 

detecting fatal illnesses, and avoiding or delaying treatment (Aleccia, 2011).  

For example, Koppel et al., (2005: 1199) describe major types of previously 

unexplored medication-error sources in Table 2 facilitated by a CPOE application of 

a commercially available EHR system. 

 

Table 2: CPOE Based Errors 
 

 Assumed Dose Information 

 Medication Discontinuation Failures 

 Procedure-Linked Medication Discontinuation Faults 

 Immediate Orders and Give-as-Needed Medication Discontinuation Faults 

 Antibiotic Renewal Failure 

 Diluent Options and Errors 

 Allergy Information Delay 
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 Conflicting or Duplicative Medications 

 Patient Selection 

 Unclear Log On/Log Off 

 Failure to Provide Medications After Surgery 

 Post-  

 Loss of Data, Time, and Focus When CPOE Is Nonfunctional 

 Sending Medications to Wrong Rooms When the Computer System Has Shut Down 

 Late-in-Day Orders Lost for 24 Hours 

 Role of Charting Difficulties in Inaccurate and Delayed Medication Administration 

 Inflexible Ordering Screens, Incorrect Medications 

 

Source: Koppel et al., 2005: 1199 

 

1.2. INTERNET  

 

March 2014 marked the 25th anniversary of the creation of the World Wide 

Web (WWW) by Tim Berners-Lee. During this quarter of a century,  the adoption of 

Internet has contributed and greatly influenced the way we live our lives including 

the way people get, share, and create news; the way they take care of their health; 

the way they perform their jobs; the way they learn; the nature of their political 

activity; their interactions with government; the style and scope of their 

communications with friends and family; and the way they organize in communities  

(Fox and Rainie, 2014: 4). 

The Internet has rapidly grown from an academic network into a resource of 

disruptive technology that continues to have a revolutionary effect on our lives. With 

the technological advances, especially within the last 15 years, for most people 

Internet became an indispensable part of the daily routines. The rapid and radical 

transformation brought by the Internet can be seen in all aspects of our society 

affecting all industries. Access to relevant Information on a given subject from 

anywhere anytime using a variety of devices undoubtedly is one of the ways Internet 

altered how we utilize technology. People access their financial, health 

governmental and any other private information over the Internet in a secure way. In 

addition many social networks on the Internet now allow people to socialize in many 

ways that would have been impossible before. Businesses use Internet to conduct 

business, promote products and services, similarly consumers use Internet to buy 

products and services. Businesses customize their products and services according 

physical presence anymore as money can be transferred from one account to 

another easily in different forms online for the various products or services offered to 

consumers. For any product or service manufactured, ordered, distributed and 
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finally delivered, the entities involved such as the buyer, the seller, the 

manufacturer, the distributer, the financial institutions involved; they all can be in 

different parts of the world and do not need to even contact with each other as every 

process involved can be automated over the Internet. In healthcare using robotics, 

remote surgeries are done where the patient and doctor are in two different 

locations. 

With all the advances, more and more people access and use Internet for 

various purposes. Table 3 provides certain Internet related use figures in US, based 

on PewResearch 2014 Internet project (Fox and Rainie, 2014: 5). 

 

Table 3: US Internet Use Statistics   
 

 87% of American adults use the Internet   

 97% of Young adults ages 18-29 use Internet  

 68% of adults connect to the Internet with mobile devices like smartphones or tablet computers 

 90% of Internet users say the Internet has been a good thing for them personally 

 Only users of the Internet and mobile phones made clear those technologies feel increasingly essential, while more 
traditional technologies like landline phones and television are becoming easier to part with: 

 53% of Internet users say the Internet  

 49% of cell phone owners say the same thing about their cell, up from to 43% in 2006. 

 Adult ownership of cell phones has risen from 53% in 2000 to 90% in 2014 
 

Source: Fox & Rainie, 2014: 5 based on Pew Research Center Surveys, 1995-2014 

 

Figure 6 shows the high increase rate of Internet use over the years since 

1995. It has increased from 14% in 1995 to 87% in 2014. 

 
Figure 6:  Internet Use in US, Over Time 

 

 

 

Source: Fox & Rainie, 2014: 4 based on Pew Research Center Surveys, 1995-2014 
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Figure 7 shows as technology advances, people use Internet more and rely on 

mobile devices to access Internet anywhere anytime. This reliance on new 

Percentage of people who 

consider Internet and mobile phones hard to give up is much more than those who 

use Television and landlines as shown in Figures 8 and 9.     

  

Figure 7: Technologies Very Hard or Impossible to Give Up 
 

 

 

Source: Fox & Rainie, 2014: 6 based on Pew Research Center Survey 2014 

 

Figure 8: Internet vs. Television 
 

 

Source: Fox & Rainie, 2014: 20 based on Pew Research Center Surveys 
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Figure 9: Mobile Phones vs. Landlines 
 

 

Source: Fox & Rainie, 2014: 21 based on Pew Research Center Surveys 

 

Most western countries made considerable amount of progress regarding 

ubiquitous broadband access with increased amounts of bandwidth (National 

Telecommunications and Information Administration, 2013). Technology industry 

leads the way in revolutionizing the nature of Internet use through mobile devices. 

According to Pew Internet Report, over one billion smartphone users worldwide 

carry the global network in their pockets, surpassing the 41% who use traditional 

mobile phones. Smartphones are widely used for health related matters via mobile 

applications. 31% of cell phone owners, and 52% of smartphone owners, have used 

their phone for health related medical information. Exercise, diet, and weight apps 

are among the most popular health applications used (Fox and Duggan, 2012).   

More and more, patients are seeking information on the Internet regarding 

medical conditions or treatments (Fox and Jones, 2009).  Regarding the health 

related matters, patients look for answers on the Internet more than they 

communicate with their doctors about healthcare questions (Elkin, 2008: 2). The 

Internet also provides consumers easy access to their personal health records 

including consultations, diagnoses, lab results, prescriptions. According to the Pew 

Report, 72% of Internet users indicate they searched for health information online in 

2011, specific diseases or conditions; treatments or procedures; and doctors or 

other health professionals being the most searched for (Fox and Duggan, 2012). 

According to IOM report (Institute of Medicine, 2000: 36), potential uses of 

Internet in regards to healthcare are listed in Table 4. 
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Table 4: Functions Commonly Performed Over the Internet 
 

 Search for consumer health information 

 Participate in chat/support groups 

 Exchange electronic mail between patients and care providers 

 Access biomedical databases and medical literature 

 Find information about health plans, select physicians  

 Purchase pharmaceuticals and other health-related products 

 Transfer medical records among affiliated health organizations 

 Transfer claims data to insurers and other payer organizations 

 Conduct remote medical consultations (limited) 

 Send medical images (X rays, etc.) to remote site for interpretation 

 Broadcast medical school classes over campus networks 

 Videoconferencing among public health officials 

 Remote surgery or guidance of other procedures 

 Public health surveillance/incident reporting 

 Home-based remote medical consultations 

 In-home monitoring of patients 

 

Source: Institute of Medicine, 2000: 36  

  

1.3. SECURITY 

 

The word "security" in English covers a broad range of meanings including 

to feel safe and to be protected  and is used to describe a situation without any 

risks or worries (Mesjasz, 2004: 4). The term security-securitas in Latin means 

tranquility and freedom of care which Cycero termed the absence of anxiety upon 

which the fulfilled life depends (Liotta, 2002: 477). Arnold Wolfers (1960; cited by 

Mesjasz, 2004: 5) provided a more inclusive definition of security as Security, in an 

objective sense, measures the absence of threats to acquired values, in a subjective 

sense, the absence of fear that such values will be attacked  which later became a 

standard definition in International relations (IR) theory (Møller, 2000). 

Mesjasz (2004) defines the main concept of security as presented in Figure 

10 which relates to certain components such as threat, risk, danger, vulnerability, 

uncertainty and can be further used to develop a wider concept of security that 

researches the interrelationship between security defined as a characteristics of 

social systems and different concepts labeled as systems thinking, or systems 

approach (Mesjasz, 2004: 7).   
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Figure 10: The Core Concept of Security 
 

 

Source: Mesjasz, 2004: 7 

 

1.3.1. Information Security 

 

Looking back to the advances in the history of IT helps us evaluate the 

different phases IS went thorough. Despite the various complex dimensions of the 

current state of IS, the main security focus for organizations was simply on physical 

protection of the computing assets in the early years of computing which included 

securing and protecting data from natural disasters and malicious activities (Nnolim, 

2007). The evolution of computer and IS strategies is shown in Figure 11 (Nnolim, 

2007: 1; Vermeulen and Von Solms, 2002). 
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Figure 11: Evolution Security in IT 
 

 

Source: Nnolim, 2007: 1 

 

The progress of IS can be seen through the characteristics of the IT 

computing eras, starting with the mainframes and midrange computers in the early 

50s to 70s then to personal computers used at homes and offices in the early 80s 

which brought the LANs and WANs of network connections as well as database and 

server farms in the late 80s - 90s, and eventually the Internet era with complete 

interconnectivity where IT systems supporting information as a business asset. The 

evolution was from physical security of computers, to security of IT and networks, 

and eventually to security of business information systems.  Widespread usage of 

personal computers which later utilized the LAN/WAN communication technologies 

introduced different aspects of the information security issues. The Internet era 

further accelerated the IS to a whole different level without any boundaries and 

made it a critical function of any business information system along with the 

challenges it brought along.   

As the number of security related incidents increase, more needs to be done 

to face these overwhelming security challenges. Recent studies show that security 

needs to be tightened to deal with these increasing breaches in organizations 

(Workman et al., 2008: 2813). Companies failing to manage their information 

security properly will more than likely to face the negative consequences. The 
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will be compromised, and there will be a loss of money, trust 

and competition; furthermore, people will lose confidence and trust in one another  

(Blakley et al., 2001: 100). 

James Andrew from CSIS indicated that the global GDP was about $70 

trillion in 2011 according to the World Bank, while ballpark figure on the cost of 

cybercrime and cyber espionage was $300 billion to 1 trillion globally and $24 billion 

to $120 billion in the US (Lewis and Baker, 2013). In the same report, according to 

the United Nations Office on Drugs and Crime (UNODC), identity theft was stated as 

the most profitable form of cybercrime, generating perhaps $1 billion per year in 

revenue on a global basis and that the cost of identity theft using cyber techniques 

in the US was $780 million (Lewis and Baker, 2013). 

Cost of security according to some studies has been increasing and 

expenditures on cyber security should be considered as part of the total cost of 

cyber espionage and cybercrime (Anderson et al., 2012). According to one study, 

governments and companies spend maybe 7% of their IT budgets on security. 

Another study predicts annual global spending on cyber security software at around 

$60 billion, increasing around 8% each year (Perlroth, 2012). Despite the increase in 

cost for implementing security strategy for the purposes of protecting business 

assets, nearly 30% of companies participated in a 

the 56% who have, 26% fail to test it (PricewaterhouseCoopers, 2013a). 

Total cost of malicious cyber activity would also include the opportunity costs 

such as forgone opportunities, or lost benefits that would otherwise have been 

obtainable for activities in cyberspace. An example to an opportunity cost would be 

the additional money spent on cyber security that otherwise would not be needed in 

a more secure environment.  Reduced sales and lost productivity are other 

examples to opportunity costs. In addition to the monetary costs, security breaches 

cause other non-financial damages to businesses. According to the PwC study, the 

cost of security related incidents can be classified into three categories: monetary, 

productivity, and indirect. Internal procedures and communication can be impacted 

lowering the productivity, along with reduced competitive advantages. Information 

security incidents, in addition to causing economic damage  may also have a 

negative impact on reputation, goodwill, and trust (Hoffer and Straub, 1989; 

PricewaterhouseCoopers, 2013a). 

In another 2008 study commissioned by the European Network and 

Information Security Agency (ENISA), it is mentioned that growing public concerns 
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about information security hinder the development of both markets and public 

services  (Anderson et al., 2009: 1). From this perspective, in addition to the costs, 

malicious cyber security activities impact consumer behavior as well. According to a 

survey cited in the European Commission Cyber security Strategy Document, 

almost a third of Europeans are not confident in their ability to use the Internet for 

banking or purchases because of security concerns (TNS Opinion & Social, 2012). 

In the EU (European Union) majority of Internet users (61%) are concerned about 

experiencing identity theft as 12% of Internet users across the EU have experienced 

online fraud, and 8% have experienced identity theft while 13% have not been able 

to access online services because of cyber-attacks (TNS Opinion & Social, 2012). 

The proliferation of the IT has increased the importance of information 

security in businesses making it a critical component. Objectives are set forth to 

protect this critical business component by ensuring the data confidentiality, integrity 

and availability within IT (Schultz et al., 2001; Smith, 1989). As businesses spent 

millions of dollars to protect their assets and have specific positions created such as 

IS officers, IT security director, Chief Security officer and allocate budgets for the 

purposes of protecting their business assets a proper definition of information 

security is needed.  

A general definition is given in ISO/IEC 27001:2005 standard as 

preservation of confidentiality, integrity and availability of information; in addition, 

other properties such as authenticity, accountability, non-repudiation and reliability 

can also be involved  (ISO-27001, 2005: 2). 

In the business context, information security is defined as the application of 

any technical methods and managerial processes on the information resources 

(hardware, software, and data) in order to keep organizational assets and personal 

privacy protected  (Hong et al., 2003: 243). IS, therefore, is concerned with 

protecting and securing business information resources. Vermeulen & Von Solms 

(2002) elaborate on IS from an architectural management framework perspective 

indicating that information security management refers to the structured process for 

implementation and ongoing management of information security in an organization  

(Vermeulen and Von Solms, 2002: 120) where an architectural framework may be 

looked at as set of tools, methods, processes, and vocabulary that can be used for 

developing a broad range of different IT architectures  (Perks and Beveridge, 2003: 

437).  Taking the historical developments and decades of evolution of IT into 

consideration along with the increased interaction across multiple computers, 
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networks, and organizations without any geographical boundaries, the existing 

inadequate business IS strategies focusing on the perimeter of network controls and 

risk reduction needed to be reviewed and new security management strategies be 

developed to reflect on the new technology platforms (Rungta et al., 2004: 304). 

The Open Group (2011) looks at IS from a viewpoint perspective where view 

is defined as a representation of a whole system from the perspective of a related 

set of concerns   (The Open Group, 2011: 374). According to the Open Group, 

security viewpoint includes various areas including physical, data, information, 

application, and infrastructure within the enterprise where enterprise is the highest 

level in an organization including organizational goals, objectives, mission, vision, 

business strategies, and all other organization functions and activities (The Open 

Group, 2011). 

Torres et al. (Torres et al., 2006: 532) define IS as a well-informed sense of 

assurance that information risks and technical, formal and informal controls are in 

dynamic balance.  They refer to technology, process, and people  aspects aligned 

with the terms technical, formal, and informal .  Figure 12 shows the model of the 

critical success factors in security management information systems (SMIS) as 

explained using the Swiss-Cheese model (see section 2.4.3) developed by Reason 

(Reason, 1997). 

 

Figure 12: Critical Success Factors in SMIS 

 

Source: Torres, Sarriegi, Santos, & Serrano, 2006: 533 

 

 The IS domain has a wide coverage of concepts. Protection of information in 

order to provide the confidentiality, integrity, and availability of information is 

important and various tools and mechanisms are used for this purpose. The 

authorized or unauthorized use of the information resources, certain attacks such as 
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denial of service against the system where information resides are also concepts 

associated with IS. Security in this sense also implies the existence of valuable 

assets, - the information -, to be protected from unauthorized access. The concept 

of a security perimeter is often times referred and used for protecting assets inside 

from threats outside by means of devices used on the perimeter such as firewalls 

filtering incoming and outgoing network traffic. The notion of perimeter makes an 

explicit distinction between inside and outside, where inside is a trusted zone and 

outside is not. This approach is similar to an analogy with safes, access control in 

buildings, and other means of physical control. Here physical boundaries are 

created in which the assets are contained. The containing perimeter has a limited 

number of gates, which also limit the traffic that can go through using, e.g., keys 

(Pieters, 2011: 327). This approach of securing information assets has been the 

accepted view in the past as the design for protection of IT followed a similar pattern 

of containment (Franqueira et al., 2009; Scott, 2004) along with the exposure, 

weaknesses or gaps of the system to outside threats. The term exposure is used to 

describe what part of the inside is accessible from the outside (Dragovic and 

Crowcroft, 2004: 58). This perimeter-based security focused on containment brings 

the issue of threats from the trusted inside where individuals inside the perimeter 

misuse their authorized level of access to the systems disrupting and posing a threat 

to the system (Probst et al., 2007: 127).  

In addition, as the demand to access to inside information resources 

increases via usage of virtual private networks (VPNs), the boundaries or the 

perimeter concept seem to disappear. More and more the concept of cloud 

technology is proliferating into our lives, where the valuable information assets to be 

protected now reside somewhere on the Internet and therefore the protection should 

be as close to the data as possible. Protection may no longer be based on the 

physical separation of networks through a firewall, but rather on digital separation of 

the data by means of encryption such as sticky policies (Karjoth et al., 2003). These 

encryption policies can allow people from various organizations access to the data 

through different routes with different access credentials, however the physical and 

digital protection of IS still remains an issue to be further explored. 
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1.3.2. Confidentiality, Integrity, and Availability 

 

In many studies, confidentiality, Integrity, and availability concepts form the 

foundations of the IS principles and methods. The commonly accepted viewpoint is 

security encompasses confidentiality, integrity, and availability (Bertino and Sandhu, 

2005; Lindqvist and Jonsson, 1997). Confidentiality refers to the protection of data 

against unauthorized disclosure; integrity refers to the prevention of unauthorized 

and improper data modification; and availability refers to the prevention and 

recovery from errors and system failures (Bertino and Sandhu, 2005: 2). 

Information security is the protection of information and information systems 

from unauthorized access, use, disclosure, modification or destruction. Information 

security is achieved by ensuring the confidentiality, integrity, and availability of 

information  (Blobel, 2002; cited by Orel, 2013: 196). A more in depth definition for 

these terms is given by Tudor (2002: 1); confidentiality, integrity, and availability 

(CIA) is defined as follows: 

  

Confidentiality relates to the protection of information from unauthorized access, 
regardless of where the information resides or how it is stored. Information that 
is sensitive or proprietary needs to be protected through more stringent control 
mechanisms. Authentication and authorization are two mechanisms used to 
ensure the confidentiality of information. Policies must be in place to identify 
what information is confidential and the period of time it should remain 
confidential. A Framework must be developed for classifying information 
according to its characteristics and should include associated security 
requirements for each confidentiality ranking. 
 

Integrity is the protection of information, applications, systems, and networks 
from intentional, unauthorized, or accidental changes. It is also important to 
protect the processes or programs used to manipulate data. Information should 
be presented to information owners and users in an accurate, complete, and 
timely manner. Key to achieving integrity is management controls that provide 
the appropriate separation of duties as well as testing and validation of any 
changes that are made to systems and processes. Also important are the 
identification and authentication of all users accessing information, applications, 
systems, and networks through the use of manual and automated checks. A 
framework needs to be developed for classifying the integrity of data according 
to its characteristics and should include associated security requirements for 
each integrity ranking. 
 

Availability is the assurance that information and resources are accessible by 

authorized users as needed. 
 

In healthcare confidentiality, integrity, and availability as well as security and 

privacy generally mean the following (Blobel, 2002; cited by Orel, 2013: 196): 
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Confidentiality  the property that electronic health information is not made 

available or disclosed to unauthorized persons or processes. It is the controlled 

release of personal health information to a care provider or information custodian 

under an agreement that limits the extent and conditions under which that 

information may be used or released further. 

Integrity  the property that electronic health information have not been 

altered or destroyed in an unauthorized manner. 

Availability  the property that electronic health information is accessible 

and useable upon demand by an authorized person. 

Privacy: The right and desire of a person to control the disclosure of 

personal health information. 

Security: A collection of policies, procedures, and safeguards that help 

maintain the integrity and availability of information systems and control access to 

their contents 

In order to evaluate the electronic health information confidentiality, integrity, 

and availability, a general understanding of health IT within a healthcare institution is 

required (Orel and Bernik, 2013). 

 

1.3.3. IS Policies, Methods and Models 

 

Security policies and guidelines are viewed as the starting point of IT security 

(Whitman, 2004: 52). A security policy prescribes how an organization manages its 

IT security. More specifically security policy consists of a set of rules and 

practices that regulate how the organization manages, protects, and distributes its 

key information assets  (Walker, 1985: 62).  Generally speaking, a good security 

policy should clarify the following aspects: individual responsibility, authorized and 

unauthorized uses of IT, how users report suspected threats, and penalties for 

violations (Whitman, 2004: 52). 

The effectiveness of the existing strategies of policies and models has been 

questioned due to lack of theories. According to Hong et al. Because of the lack of 

an information security management theory, there are few empirical studies 

conducted to examine the effectiveness of management strategies and tools  (Hong 

et al., 2003: 243). Hong also pointed out the lack of consistent security polices might 

be one of the reasons causing a gap of theoretical framework in IS (Hong et al., 

2003: 244). Table 5 shows theoretical polices on IS highlighting major themes.  
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Table 5: Theoretical Policies on Information Security 
 

Kabay (1996) - 
policy theory 

Rees et al (2003) 
policy life cycle 

Flynn (2001) e-
policy 

(Doherty and Fulford, 
2006) Component 
based Security Policy 

Knapp et al. 
(2009)Repeatable 
organizational 
process 

to assess and 

persuade top 

management 

policy assessment comprehensive e-

audit 

Personal usage of 
information systems 

risk assessment 

to analyze 

information 

security 

requirements 

risk assessment e-risk management 

policy 

Disclosure of 
information 

Policy 
development 

to form and draft 

policy 

policy development 

and requirements 

definition 

computer security 

policy 

Physical security of 
infrastructure and 
information resources 

Policy Review 

to implement the 

policy 

review trends and 

operations 

management 

cyber insurance 

policy 

Violations and 
breaches of security 

Policy approval 

to maintain the 

policy 

 email policy Prevention of viruses 
and worms 

Policy awareness 
& training 

  Internet policy User access 
management 

Policy 
implementation 

  software policy Mobile computing Monitoring 

   Internet access Policy 
enforcement 

   Software development 
and maintenance 

 

   Encryption  

   Contingency/continuity 
planning 

 

 

Source: Adapted from Hong et al., 2003: 244  

Despite the development of several new modern IS methods by scholars, the 

traditional methods have been used more in practice. In contrast to the first 

generation with three classes (Baskerville, 1988, 1993) and second generation 

(Siponen, 2005) with five classes of traditional IS methods, there seems little 

evidence of usage for the more modern methods. Information systems security 

(ISS) checklists, standards, maturity criteria, risk management (RM), and formal 

methods (FM), are among the most commonly used ISS methods  (Siponen, 2005: 

304) as shown in Figure 13. 
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Figure 13: The Five Classes of Traditional ISS Methods 

 

Source: M. T. Siponen, 2005: 304 
 

Varying organizational levels also affect IS. Strategic, tactical, and 

operational levels form the underlying structure of the IS that deal with the 

corresponding types of security issues concerning senior management within the 

organization (Belsis et al., 2005: 193). The requirements for IS management should 

be policy driven on a strategic level, guideline-driven on tactical level, and 

measures-driven on an operational level. 

Among these three organizational levels that deal with IS, corporate strategy 

is managed by the strategic level, processes and methods used for IS by the tactical 

level, and the implementation, and operation of security tools and measures by the 

operational level (Belsis et al., 2005: 193). This level of security management 

among different layers within an organization is shown in Figure 14 (Belsis et al., 

2005; Nnolim, 2007). 

 

Figure 14: Security Management among Different Layers 

 

Source: Belsis et al., 2005: 193; Nnolim, 2007: 10 
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Slewe and Hoogenboom indicated the operational level from a logical and 

technical point being focus for majority of security related measures (Slewe and 

Hoogenboom, 2004: 60). However as IT environment is changing and becoming 

more complex, organizations are shifting the focus for IS efforts on to the tactical 

and strategic levels. 

 

1.3.4. Information Security Threats 

 

Threats to business IT systems take advantages of the weaknesses, gaps or 

lack of proper controls within the security systems and exploit vulnerabilities. 

According to Peltier, as a result of these exploitations, technology instead of 

supporting, damages or impacts the organization (Peltier, 2005) leading to loss of 

revenues, assets, or reputation. 

Table 6 shows a variety of studies that have been done regarding the types 

of threats that exist within IT. Loch, Car, and Warkentin (1992) conducted a survey 

about the concerns IT executives had regarding a variety of organizational 

information threats, which were categorized into eleven groups. The senior 

managers seem to think the treats were moderately low in impact and also thought 

others to be in greater risk than they were, showing a naive belief that bad things 

only happen to other people (Loch et al., 1992). Hutt (1995) In his Computer 

Security Handbook categorized threats into seven groups while (Rannenberg et al., 

1999) studied IT security in the healthcare industry and came up with four IS threats. 

Peltier (2003) identified six kinds of information threats.  

 

Table 6: Threats within Information Technology 

Loch et al. (1992) Hurt (1995) Rannenberg et al. (1999) Peltier (2003) 
Ineffective controls 
 

Management failures Unauthorized information 
gain 

Computer Virus 

Natural disasters Physical hazard Unauthorized modification of 
information 

Hackers 

Computer Virus Equipment Malfunction Unauthorized impairment of 
functionality 

Denial-of-Service 

Accidental bad data entry Software Malfunction Unauthorized 
noncommitment 

E-mail Mistakes 

Accidental data destruction 
by employee 

Human Error  Disgruntled Employees 

Hackers Misuse of Data  Industrial Spying 
Internal unauthorized access Loss of Data   
Poor control over manual 
handling of I/O 

   

Intentional data destruction 
by employee 

   

Intentional bad data entry by 
employee 

   

Unauthorized access by 
competitors 

   

Source: Peltier, 2005 



 

39 

 

The common theme among all these categories is the human, element; in 

other words employees working internal to the organization, as well as people 

external to the organization seem to be a common factor. Rules and procedures, 

physical elements, and any software related issues also seem to exist within all 

categories. The classifications of threats within the IT environment also reflect the 

different phases the IT industry went through; pre-PC, PC, Post PC/network and 

Internet.  

In order to deal with threats properly an effective security implementation 

requires numerous technical, policy, and people safeguards. According to PwC 

(PricewaterhouseCoopers, 2013b: 34), below are the ten essential safeguards for 

an effective IS:  

 A written security policy 

 Back-up and recovery/business continuity plans 

 Minimum collection and retention of personal information, with 

physical access restrictions to records containing personal data 

 Strong technology safeguards for prevention, detection, and 

encryption 

 Accurate inventory of where personal data of employees and 

customers is collected, transmitted, and stored, including third parties 

that handle that data 

 Internal and external risk assessments of privacy, security, 

confidentiality, and integrity of electronic and paper records 

 Ongoing monitoring of the data-privacy program 

 Personnel background checks 

 An employee security awareness training program 

 Require employees and third parties to comply with privacy policies  

 

1.3.5. Information Security in Healthcare 

 

Due to the advanced evolution of technology within the last twenty years, it is 

apparent that IT is now an indispensable part of our daily lives and has been widely 

applied in every aspect of our society including business, education, healthcare, 

finance, government, and national defense. IS has emerged as an important 

component of this IT evolution. As IS becomes a required business function, not all 

organizations are equally affected by the problems of information security. In certain 
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industries, where information is intensive and critical, the security issue is more 

serious and must receive more attention (Peltier, 2003). The demands of healthcare 

with regard to security and availability are both more stringent and more varied than 

those of other industries (Donaldson and Lohr, 1994). For example, in the banking, 

financial, insurance, and healthcare industries, information protection is typically 

more important than in farming, mining, and manufacturing industries. Healthcare 

organizations due to inherent vulnerability of sensitive information are particularly 

concerned with security of information assets. 

According to many, information privacy and IS means the same. However 

there are differences between IS and privacy. This is especially an important 

concept that needs to be distinguished in healthcare. According to Kang (1998), 

privacy related to IS, refers an individual's control over the acquisition, disclosure, 

and use of personal information  (Kang, 1998: 1203). In other words privacy aims to 

keep the information private while IS manages the steps taken to keep the 

information secure. Along the same lines of privacy and security, access to data is 

related to the need to know. Who is going to access under what conditions is 

important and needs to be made clear. If this need to access data is not clearly 

specified, then attempts to access information might be considered illegal or 

unauthorized. The authority to create and view data of a certain type would be 

vested with the user and the permission to use that authority to access and update 

representative  (Higgs, 1997: 61). 

The interplay between privacy and security begs the question of what 

specific information do we want to keep private and secure? For many individuals, 

personal health information such as medical records, in addition to financial 

information is the most valuable protected sensitive information. Confidentiality, 

security and privacy affect consumers and patients whereas ethical and legal factors 

mostly affect all the other players of the system. So governance of information is 

critical as individuals prefer to keep their health related medical information private 

and secure. In addition to certain mundane information, medical records also 

contain a lot of sensitive information about individuals such as fertility, abortions, 

emotional problems, sexual behaviors and preferences, physical and substance 

abuse, HIV status, psychiatric care and others (Rindfleisch, 1997: 94). The wide 

proliferation of HIT makes these sensitive medical records available in various 

databases and certainly accessible to many people within the healthcare 
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environment. In order for these records to stay private and secure, access needs to 

be controlled to prevent any harm as a result of any disclosure. This harm might 

come in the form of social embarrassment or prejudice, or affect our insurability, or 

limit our ability to get and hold a job. There might also be legal consequences 

regarding privacy of identifiable health information, reliability and quality of health 

data, and tort based liability (Hodge Jr et al., 1999: 1467). 

National policies pertaining to privacy, security, and confidentiality as well as 

standards for the coding and exchange of clinical information contribute to the 

overall automation of clinical information (Dwyer, 1999; Kleinke, 1998). Yet 

safeguarding privacy and information security has the potential to be a barrier for the 

free flow of health information much needed for research, outcome analysis, and 

other public health activities. In addition, people due to increasing levels of concerns 

and fear of violations of privacy may forego seeking necessary healthcare services 

or withhold personal information from clinicians (Goldman, 1998: 49). Carefully 

balanced privacy protections will maximize the use of IT as well as satisfy the 

requirements for consumers (Detmer, 2000). If these privacy protection policies are  

too stringent the adoption of many IT applications that are critical to addressing 

healthcare quality concerns might be impeded (Detmer, 2000). As developments 

within the healthcare require better sharing of information across organizational 

boundaries, proper confidentiality should be maintained (Higgs, 1997: 61), while 

detailed policies can be setup providing timely and authorized access to those with a 

valid purpose. Policies related to information security technologies are available to 

provide safe occurrence of these activities such as encryption, authentication 

(Detmer, 2000; National Research Council Board on Biology, 1998). 

Information is only as good as its consequences. The core problem for any 

information system is to provide the right information to the right person at the right 

place at the right time. The sensitive protected information is only useful when it is 

shared within the healthcare system and the medical providers. Doctors, physicians, 

and clinicians, who are highly mobile need to access to this protected sensitive 

information from many different locations in order to diagnose diseases, to avoid 

unnecessary, risky duplicative tests, and to come up with an effective treatment plan 

taking many factors into account.  

Technological advantages include improved data to assist in making more 

informed decisions about insurance, providers, products, and procedures. It can 

also contribute to improved care through more expedient and accurate research and 
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diagnosis, and the ability to disseminate expert advice to underserved areas (Hodge 

Jr et al., 1999: 1466). It also provides challenges to the protection of private health 

information. Data can be accessed, changed, viewed, copied, used, disclosed, or 

deleted easily by both authorized and unauthorized individuals. In such 

circumstances healthcare organizations are especially concerned with security 

matters such as inherent vulnerability of sensitive data (e.g., personal health 

records) in health informatics. The integrity and availability of sensitive and 

confidential information contributes to high quality care, which makes the protection 

an important issue in healthcare. With the increasing use of IT in the healthcare 

domain today, hospitals are interconnected to share medical data, thereby providing 

a distributed environment for storing and accessing medical data. As data is 

accessed from various locations in such distributed environment, security becomes 

a major concern because security lapses such as unauthorized access, 

eavesdropping, masquerading, intrusion, and data integrity violation could easily 

occur. A study by Kroll Advisory Solutions (2012: 6) indicate that majority (79%) of 

the security breaches related to patient data at US hospitals are caused by 

employees, with unauthorized employee access.  

In assessing electronic health information, confidentiality, integrity, and 

availability requires the medical professional first to understand health IT 

environment of a hospital, private practice or some other medical institution. This 

includes technologies used for both clinical and administrative purposes. It is 

important that those technologies are physically used and located, and to know how 

they are used during various healthcare processes. When evaluating health IT 

environment one should think about situations that may lead to unauthorized 

access, use, disclosure, disruption, modification or destruction of electronic health 

information. 

 Due to this relationship between privacy and IS, there are several laws and 

regulations imposed by governments to safeguard IS and privacy such as the ones 

in the US; the Health Insurance Portability and Accountability Act of 1966 (HIPAA), 

the Privacy Act of 1974, and Security Breach Notification Law (Wong and Thite, 

2009). HIPAA, with its mandates for data security, was expected to trigger HIPAA-

covered entities to deploy novel information security processes and practices 

(Appari et al., 2009). Recent research, however, indicates that this has not been the 

case (Appari et al., 2009; Brady, 2011). Literature on HIPAA and IS has identified a 

number of factors that contribute to security behavior and security effectiveness. 
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These factors include management support (Logan and Noles, 2008; cited by Brady, 

2011: 1), security awareness (Lending and Dillon, 2007; Medlin and Cazier, 2007; 

cited by Brady, 2011: 1), security culture (Ma et al., 2008; cited by Brady, 2011: 1), 

and computer self-efficacy (Chan et al., 2005; cited by Brady, 2011: 1; Lending and 

Dillon, 2007; Womble, 2007). Additionally, security effectiveness (

2009; cited by Brady, 2011: 1) and security behavior  were found to be valid 

predictors of each other as well.  

Understanding the factors affecting the effectiveness of security 

countermeasures has been a consistent theme in the literature (Chang and Lin, 

2007; Knapp et al., 2007). IS effectiveness has been researched as a result of the 

continued security related incidents causing substantial financial losses (Chang and 

Yeh, 2006: 351). This is another reason why more effective policies need to be 

developed to address compliance with HIPAA and other security related regulations. 

Effectiveness of IS has been studied often in the literature. Straub indicated IS 

effectiveness as the ability of IT security measures to protect against the 

unauthorized and deliberate misuse of assets of the local organizational information 

system by individuals, including violations against hardware, programs, data, and 

computer service (Straub, 1990; cited by Brady, 2011: 1). The theoretical 

foundation for IS effectiveness was improved by developing and testing an 

integrative model of IT security effectiveness (Kankanhalli et al., 2003: 140). Chang 

and Lin stated that organizational culture and support of management positively 

influences security effectiveness (Chang and Lin, 2007: 451). They also indicated 

that confidentiality, integrity, and availability were significantly correlated to security 

effectiveness. 

 

1.3.6. Impact of Information Security Breaches 

 

With the increased dependency on IT, the consequences for society can be 

enormous (Rogers, 2001: 2). Issues such identity thefts, security of transactions 

over the Internet, viruses, spyware, security breaches of confidential information, 

securing networks and databases, corporate accountability are all part of the 

security related matters that affect all of us. Reported data regarding information 

security related breaches tend to be measures rather than real metrics due to 

incompleteness (Walker, 2012: 11). 
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According to the 2010 survey commissioned by the Information Security 

Europe organization (Potter and Beard, 2010: 2), there has been an increase from 

72% of security breaches in 2008 to 92% in 2010 with a median number of incidents 

reported as 45 compared to 15 in 2008. As a result of the increase in incidents costs 

of security incidents also increase. In large organizations the losses were as much 

as £280,000 to £690,000, compared to £90,000 to £170,000 in 2008. Smaller 

organizations with staff less than 50 also experience security related issues costing 

them £27,500 to£55,000 in 2010 versus £10,000 to £20,000 in 2008. 

Information security and privacy are major concerns in the healthcare 

domain (Huang et al., 2008: 11) and according to Herold, data security breaches 

related to privacy in healthcare organizations continue to increase (Herold, 2009). 

The absence of sound IS management processes and practices together with the 

 to threats to the integrity 

of patient data (Netschert, 2008: 121). According to the 2009 HIMSS Security 

Survey, one-third of the respondents reported that their organization had at least 

one known case of medical identity theft, with only one-half having a plan in place 

for responding to security breach threats or incidents (Healthcare Information and 

Management Systems Society, 2009: 15). 

 Regarding the impact of information security breaches, more attention 

needs to be given to the social and behavioral aspects especially among academic 

medical centers. A variety of user acceptance models have been identified in the 

literature focusing on workplace behavior, including the Technology Acceptance 

Model (TAM) and TAM2 (Venkatesh and Davis, 2000: 186). Generalizability of 

factors within technology acceptance model focusing on user behavior in IS requires 

further research. Many information security breaches in the workplace have been 

attributed  to the failure of employees to comply with organizational security policies 

(Chan et al., 2005). In two industries where IT is heavily used similar to healthcare, 

a study conducted including 104 employees found IS breaches generally as a result 

of non-compliant employee behavior  (Chan et al., 2005; cited by Brady, 2011: 2). 

 

1.3.7. Information Security Risk 

 

IS, an important concept that manages and ensures risks to IT, is identified 

and managed in alignment with the business objectives. Anderson (Anderson, 2003: 
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310) defines information security as a well-informed sense of assurance that 

information risks and controls are in balance.  

Despite the high interest, and an increasing number of academic and 

business focused research on IS, limited studies have been conducted on IS in 

healthcare (Appari and Johnson, 2010: 297). In their overview of the literature, they 

conclude that surprisingly little research has been published about the use, 

effectiveness and availability of information security risk management methods in 

healthcare organizations.   

As risks in information security present a wide variety of challenges in 

different complex settings, they should be examined from a wider perspective 

(Dhillon and Backhouse, 2001; Dourish and Anderson, 2006; Gerber and von 

Solms, 2005; Pieters, 2011; Thompson and Kaarst Brown, 2005) where risk 

management activities include the acceptance, mitigation, or assignment of risk. 

Risk management is especially important in healthcare, a complex environment 

difficult to define boundaries for due to multiple factors such as technology, people, 

and scope of services. 

 

1.4. ORGANIZATIONAL FACTORS 

 

Many efforts have been made within the last decade to explore and address 

the IS related issues. Researchers (Chang and Ho, 2006; Eloff and Eloff, 2003; 

Sittig and Singh, 2010) generally agree that IS management encompasses many 

domains, including managerial, technical, social and organizational aspects that 

must all be effectively addressed. Similarly, other  studies also indicate that IS 

issues similar to safety and quality are more of social rather than technical issues 

involving business, organizational, management, and people elements (Dhillon and 

Backhouse, 2000; Dutta and McCrohan, 2002; Mader and Srinivasan, 2005). Solms 

identifies the i not realizing that the protection 

of information is a business issue and not a technical issue   (von Solms and von 

Solms, 2004: 372). The socio-technical nature of information security is also 

emphasized by Björck and Siponen (Björck, 2004; Siponen, 2006; cited by Coles-

Kemp, 2009: 181) and the human dimension to both IS practice and technology 

design is recognized (Coles-Kemp, 2009: 181). Lampson (2004) and Lacey (2010; 

cited by Bess, 2012: 11) support the view that IS management is a people problem, 
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not just a technology problem, as it is people who will implement, manage, and use 

the IS policy within an organization. 

Still, some research in business to manage and define IS indicate  more 

attention is given on a technical and operational level without a formal framework or 

methodology (Hong et al., 2003). Additional research confirms that IS has been 

regularly measured as a technological problem with a technological solution 

(Ruighaver et al., 2007: 56), All these studies focusing on finding technological 

solutions to prevent vulnerabilities and attacks tend to overlook human and 

organizational aspects and  do not adopt a socio-technical approach which involves 

human and organizational aspects (Dhillon and Backhouse, 2001: 140). 

Having a training culture that brings awareness to issues as well as solid 

procedures and policies in place before any problem occurs is important. Similarly 

user feedback on policies and procedures is essential to improve their effectiveness. 

Kenneth et al. (2009) state that, when individuals are not motivated to follow 

procedures and protect information, security fails. Theodorakis (1994) indicate that 

employees indirectly cause majority of the problems by violating and neglecting 

existing organization IS policies. 

From a theoretical perspective, information security systems (ISS) have 

technical, socio-technical, or social organizational roles.  According to the technical 

view, information security is a technical artifact and the emphasis in regards to 

security is on technical matters, with social implications in second place if at all exist. 

(Iivari and Hirschheim, 1996: 553). Technical view where users have no direct 

responsibility in ISS development measures considers poor technical quality and 

user resistance as the main causes for IS problems. The socio-technical view on the 

other hand considers both technical and organizational factors equally important, 

and points out the non-existence of an asymmetry between social and technical 

systems as the source of ISS problems (Iivari and Hirschheim, 1996: 556). 

Compared to technical view, users in socio-technical view have moderate 

participation and responsibility related to ISS activities. Finally the social view 

stresses the importance and priority of the development of organizational systems in 

on the success of the ISS efforts. 

As IT is designed and used by humans, human computer interaction (HCI) is 

very important, and IS solutions that do not consider how users will react to and 

comply with them are likely to fail. One of the main characteristics of socio-technical 
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studies is its consideration of the interaction between the technology that is 

constructed and the people who affect and are affected by the technology including 

the HCI component. The socio-technical view emphasizes human factors in security 

management. According to this approach, risks are separated as human risks and 

technical IS risks. Due to the sociological nature, risk is seen as subjective rather 

than objective. A variety of theories from different disciplines such as psychology 

and sociology have been used as a reference for exploration of IS risk management 

(Appari and Johnson, 2010).  

A wide variety of models have been developed under various studies trying 

to examine the factors in IS. Kankanhalli et al. (Kankanhalli et al., 2003: 141) focus 

on prevention methods pointing out that deterrent and preventive efforts using 

control procedures are one way to deal with non-compliance and misuse of systems 

by employees. Torres et al. (Torres et al., 2006) outline some success factors based 

on current IS literature and security experts' perspectives. Reason (1997) focuses 

on safety factors that in certain cases prevent incidents such as human errors 

contributing to IS issues. Ives and Olson, (1984) identify user participation as an 

important element in IS risk. Fulford and Doherty (2003: 106) summarizes key 

factors (Siponen, 2000: 31; Von Solms, 1998: 174) contributing to effective IS 

management as: the commitment and support from information security 

management; conducting assessment of potential security risks and threats; the 

implementation of appropriate controls to minimize risks and threats; and the 

communication of security issues.  

A four-factor (Purpose, People, Plan, Progress) view is proposed by Tucker 

and Mohammed (1996) that leads to a successful implementation of IS. According 

to Mak, (2001: 263), planning, involvement, leadership, awareness, organic growth 

and teamwork are among the seven critical elements of an information model 

needed for successful IS implementations.  

According to von Solms (von Solms, 2001: 504), information security is a 

multidimensional discipline integrating corporate governance. The information 

possessed by organizations is among its most valuable assets and is critical to its 

success. The top level management, which is ultimately accountable for the 

(von Solms, 2001: 505). The important aspect of IS governance, which is crucial for 

enterprise wide effectiveness of information security, is the responsibility of top level 
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management. IS governance must be an integral and transparent part of corporate 

governance and should be aligned with the corporate governance framework. 

Major factors found to influence IS in organizations are (Waly et al., 2012: 4); 

lack of awareness, lack of defining roles and responsibility, lack of communication 

and documentation, lack of reward and sanction systems, lack of reinforcement and 

practice. 

 

1.4.1. Organizational Culture 

 

It would make sense to also cover the organizational culture briefly before we 

delve into the separate domains of information security, safety, and quality cultures 

in each separate section. The short-hand, well-known, common, and simplest 

definition of organizational culture is the way things are done here   (Bower, 1966; 

cited by Smit and Dellemijn, 2011: 23). According to Robbins (2001), organizational 

culture can be considered as the personality of the organization (Robbins, 2001; 

cited by Da Veiga and Eloff, 2010: 198) and is the social glue that binds the 

members of the organization together (Kreitner and Kinicki, 1992; cited by Da Veiga 

and Eloff, 2010: 198).  

Organizational culture can be viewed as a combined effort between 

anthropology (Roethlisberger and Dickson, 1939; cited by Scott et al., 2003: 924) 

and sociology (Parsons, 1977; cited by Scott et al., 2003: 924), which also 

contributed to the scientific management techniques of Frederick W. Taylor and his 

successor Frank B. Gilbreth. These two underlying approaches form the platform for 

various theories and/or paradigms that study organizations (Burrell and Morgan, 

1979; cited by Scott et al., 2003: 924). Anthropology uses interpretivism to explain 

culture via a metaphor for organization, defining organizations as being cultures. 

Sociology however uses functionalism to define culture, as something an 

organization owns. Pettigrew introduced the term organizational culture  to 

literature in an article in Administrative Science Quarterly  (Pettigrew, 1979: 572) 

even though Jaques referred to it as culture of factory  as early as 1951 (Jaques, 

1951; cited by Scott et al., 2003: 924).  

influenced by Burton Clark (Clark, 1970) emphasizes the influences of leaders and 

leaderships, which stresses the influence of Selznick's Leadership in Administration 

(Selznick, 1957). According to Selznick, two ideal types of enterprise exist; a rational 
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instrumental organization implying a technical instrument to gather human energies 

and direct them towards set goals and a value-infused institution implying an organic 

social entity, or culture. 

Though roles, norms, and values all have been mentioned by Katz and Kahn 

in their The Social Psychology of Organizations  (1978: 5)

80s when organizational culture according to (Scott et al., 2003: 925) has been 

defined by various scholars (Davies et al., 2000; Ott, 1989; Schein, 1988). The 

definitions include a wide range of social phenomena, such as language, behavior, 

beliefs, values, norms, assumptions, symbols of status and others. Among all these 

(Schein, 1985; 1988: 7) definition that utilizes a 

functionalist view seems to have the most acceptance and usage. Schein defines 

culture as The pattern of basic assumptions that a group has invented, discovered 

or developed, to cope with its problems of external adaptation or internal integration 

that have worked well and are taught to new members as the way to perceive, think, 

feel and behave.  

According to Schein, practices and behaviors, values and beliefs, and 

underlying assumptions form the three levels of culture. Practices and behaviors, 

which are hard to measure deal with organizational attributes, and are observed, 

felt, and heard within an organization by individuals.  Values and beliefs which deal 

with goals, ideal norms, standards, and moral principles are measured through 

survey questionnaires. Underlying assumptions form the essence of the 

organizational culture.  

 

1.4.2. Information Security Culture  

   

IS culture requires more attention as social and cultural aspects of employee 

interactions within workplace and technology is an issue as reported by many 

(Guzman et al., 2008). Research indicates organizational culture and information 

systems management in general are correlated, which includes IS (Smit and 

Dellemijn, 2011: 31). 

The compliance behavior is reported to be influenced by organizational 

subcultures causing conflicts within departments.  Studies indicate for the 

compliance of IS, security culture plays an important role (Ma et al., 2008). Winkel 

defined security culture as the system of collective moral concepts, mindsets and 

behavior patterns anchored in the self-conception of a social unit and instructing its 
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members in dealing with security threats (Winkel, 2007: 223). Rotvold indicated 

security  culture provided a positive effect on security compliance (Rotvold, 2008). 

Chang and Lin, examining the overall influence of organizational culture on the IS 

management implementations (Chang and Lin, 2007: 453) indicated that favorable 

organizational culture is needed for a suitable and effective IS management 

implementation, as well as t. 

Better understanding, developing and managing a proper information 

security culture inside an organization is not easy to accomplish. Industry 

researchers and academic scholars (Drevin et al., 2006; Ruighaver and Maynard, 

2006; Van Niekerk and Von Solms, 2010; von Solms, 2006) agree that developing 

an appropriate IS culture is an effective way to manage user behavior to achieve a 

more effective IS program. Properly developed communication channels increase 

the effectiveness of IS matters on employee behavior (Bess, 2012: 162). What has 

not been made clear is how to develop and manage an appropriate IS culture. IS 

culture is defined as the collective norms, values and beliefs which control the 

behavior of the individuals within the organization with respect to information 

systems security  (Van Niekerk and Von Solms, 2010: 478). IS culture is considered 

to be a subculture or a subset of the overall organizational culture (Schlienger and 

Teufel, 2003), and develops due to behavior of employees, in the same way that an 

organizational culture develops due to the behavior of employees in the organization 

(Hellriegel et al., 2001; Robbins et al., 2003). 

Why is Information security culture such an important component to IS? IS 

programs are ultimately dependent upon the organizational members to implement 

and maintain the technical and administrative controls in such programs. Because of 

this dependency, it is the human element that presents the greatest risk to an 

organization's security program (Chang and Lin, 2007; Van Niekerk and Von Solms, 

2010; cited by Bess, 2012: 3). Since it is ultimately the human behavior, or people's 

actions which will operate the IS program then it becomes important to understand 

how the security related behaviors of the organizational members can be better 

understood and governed. Organizational culture has been found to be a significant 

factor in guiding and governing human behavior within an organization. Early 

research by Vroom and von Solms (2004) indicated that embedding security 

practices within the organizational culture could have a positive influence on IS 

(Vroom and von Solms, 2004). Because of this  significant role, organizational 
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culture will influence the operational effectiveness of the IS program (Da Veiga et 

al., 2007). 

The literature has commonly adopted Schein  (1985) organizational culture 

theory when addressing the topic, ignoring other critical dimensions of IS culture 

(Schein, 1985)

to 

individual may think about things around them. 

Da Veiga and Eloff approach the IS issue by defining the IS culture 

framework (ISCF) as three levels that build upon each other as shown in Figures 15, 

16, 17 (Da Veiga and Eloff, 2010: 198). Level I on a higher level points out the 

influence of IS factors such as policies, procedures on the behavior of employees 

impacting the resulting IS culture as shown Figure 15. 

 

Figure 15: Level I of the Information Security Culture Framework 
 

 

 

Source: A. Da Veiga & Eloff, 2010: 198 

 

Decomposing level I into level II shows the interaction between different 

components of IS with the behavioral characteristics of the people either as 

individuals or as members of groups. This level also analyzes how groups function 

as well as the centralized versus decentralized operational structure of the 

organization. The security behavior sustained over time evolves into security culture 

with various assumptions, values, beliefs, practices and behaviors (artifacts). At the 

lowest level of decomposition, level III includes the seven categories of IS 

components defined from a previous study (Da Veiga and Eloff, 2007: 162). For 

each of the seven categories the corresponding behavioral entities for 

organizational, group and individual tiers are listed. From this behavioral list the 

corresponding behaviors, values, and assumptions are formed for organization, 

group and individuals.  
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Figure 16: Level II of the Information Security Culture Framework 
 

 

 

Source: A. Da Veiga & Eloff, 2010: 199 
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Figure 17: Level III of the Information Security Culture Framework 

 

Source: A. Da Veiga & Eloff, 2010: 200 
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1.5. THEORIES OF CONTINGENCY AND RATIONAL ACTION 

 

Thompson defines an organization as a set of interdependent parts which 

together make up a whole  (Thompson, 2011: 6,10). He perceives complex 

organizations as open systems, hence indeterminate and faced with uncertainty, 

but at the same time as subject to the criteria of rationality and hence needing 

determinateness and certainty.  Organizational structure of the organization is 

formed by the rational action to the environment where the ultimate goal is the 

survival of the system through an evolutionary process.  The environment includes 

suppliers, customers, competitors, government regulatory agencies, public pressure 

that are all outside the organization

control, yet these environmental forces can potentially influence the organization's 

performance (Porter, 2008; Porter and Millar, 1985). 

The contingency theory states that there must be a fit between the 

organizational structure and the organizational environment (Donaldson, 1995; 

Karlene and Martha, 1995). The degree of fit influences the performance and 

effectiveness level (Woodward et al., 1965; cited by Donaldson, 1995: 20).  

Changes in the environmental forces create a misfit with the organizational structure 

causing an imbalance, which eventually will reduce performance. In order to avoid 

this, an organization must respond to the changes in its environment in order to stay 

competitive and accomplish organizational goals by making rational adaptive 

changes to put the organization back to a balanced state. According to some 

researchers (Donaldson, 1995; Karlene and Martha, 1995), this is called as the 

structural-adaptation-to-regain-fit model (SARFIT). 

The contingency model points out technology along with other environmental 

factors are the main components of organizational structure. According to Orlikowski 

(1992), technology has always been a central variable in organizational theory, 

informing research and practice. Barley (Barley, 1986, 1990) considers the way 

technology effect organizational structure as the trigger of structural change. 

Strategic adaption theory provides insights to this trigger of structural change. Miles 

and Snow (1978; cited by Croteau and Bergeron, 2001: 79) suggests Defenders, 

Prospectors, Analyzers, and Reactors  are the four strategic types of organizations 

according to way they respond to adaptions of technology. The type of technological 

deployments vary with the chosen strategies (Croteau and Bergeron, 2001: 95). 
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The rational action perspective indicates that organizations are rational and 

reasonable and everything in the organization is planned, controlled, and 

orchestrated according to a business strategy where the outcomes are predictable 

(Thompson, 2011) and meet the needs of the organization. Many information 

researchers and practitioners have adopted the rational action approach in studying 

rationally planned strategies (Chan et al., 1997; Dhillon and Backhouse, 2001; Reich 

and Benbasat, 2000; Venkatraman et al., 1993). Specifically, the competitive 

strategy of Porter (Porter, 2008) and the value chain of Porter and Millar (Porter and 

Millar, 1985) have significantly influenced strategic thinking within the IT domain.  

Together, the contingency theory and the rational action theory in addition to 

explaining why organizations have to act on the organizational IS change, they also 

state the process of this action is dynamic, and not static. Ironically, most security 

related best practices and management strategies are static, ineffective and dogma-

based (Tippett, 2002). 

 

1.6. INFORMATION SECURITY MANAGEMENT SYSTEMS 

 

In order to address IS properly, organizations need to implement an IS 

management system (ISMS) or framework in some form or another. An ISMS as 

part of an organizational strategy includes several components such as processes, 

procedures, policies, resources, and planning activities regarding corporate 

governance, management issues, security culture, awareness, training, ethics and 

other human related issues, all within a business continuity, legal compliance, and a 

competitive edge perspective. In addition, as Werlinger, Hawkey, and Beznosov 

(2009) stated, ISMS or frameworks play an important role in safeguarding data and 

systems (Werlinger et al., 2009: 17). Research regarding the use of IS frameworks 

provide successful outcomes within a variety of IT domains and industries (Da Veiga 

and Eloff, 2010; Schweitzer, 1987; Straub and Welke, 1998). As an example, Straub 

and Wilke (1998) explained the benefits of using frameworks for risk management. 

Yet, despite the critical importance of IS, many organizations do not utilize existing 

security frameworks. According to the PwC survey,  a great majority of  participants 

indicated lack of methodology within their IS programs (PricewaterhouseCoopers, 

2013a: 3). 

Increased government interventions through regulations also cause 

increased IS requirements for many organizations (Gerber and von Solms, 2008: 
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125). As Moreira, Martimiano, Brandão, and Bernardes (2008); Tang (2008); and 

Williams (2008) stated, IS frameworks for information risk management are needed 

for compliance with government imposed regulations as well as efficient and 

effective IS systems (dos Santos Moreira et al., 2008; Tang, 2008; Williams, 2008). 

As a result of this increased security demand, many frameworks are available for 

organizations to explore and implement (Dunkerley, 2011: 16).  

Among the various available conceptual models, Figure 18 below shows 

main components of an ISMS where process and products are handled separately 

(Eloff and Eloff, 2003: 131). 

 

Figure 18: Components of ISMS 
 

 

 

Source: Eloff & Eloff, 2003: 131 

 

There are various models and approaches to ISMS (Eloff and Eloff, 2005). 

The ISO model, BS 17799 (ISO 17799) which was based on BS 7799 and later was 

renamed to ISO 27002 part of the ISO 27000 family is a guideline to implementing 

ISMS and functions based on a PDCA4 (Plan-Do-Check-Act) cycle. The ISMS is a 

cyclic model that aims to ensure best practices are documented, reinforced, and 

improved over time. The layered multi-planes model proposed by   (2003: 337) 

integrates security related approaches. As shown in Figure 19, technological, 

organizational, legal issues along with e-security, human aspects, and physical 

assets are all part of the model. As protection and safeguarding of assets is the 

                                                           
4
 This model is explained in detail in section 3.4.1 
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primary focus, assets are central to the model. The main criticism about this model 

is that it does not address the strategic components but rather technical 

components.  

 

Figure 19: Layered Multi-Planes Model 
 

 

 

: 337 

 

Though it was initially developed for addressing e-commerce related security 

issues, the Policy Framework for Interpreting Risk in E-Business Security (PFIRES) 

Figure 20 (Rees et al., 2003: 102) has been applied to address general IS related 

matters of any organization. It was based on product and software development life 

cycle (PDLC, SDLC). The model consisting of four major phases: Assess Plan, 

Deliver and Operate similar to PDCA cycle was aimed at establishing information 

security. Due to its cyclic nature feedback is provided at all times throughout all four 

phases. As it is mainly aimed for establishing and maintaining IS, the model can be 

used as a starting point for a well-defined ISMS architecture.    
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Figure 20: PFIRES Life Cycle Model 
 

 

 

Source: Rees et al., 2003: 102 

 

The model offered by META Security group as IS architecture (ISA) is similar 

to PDCA model and the four phases of the PFIRIS model. It consists of high-level 

objectives; roles and responsibilities; a policy framework; a process catalogue; a 

services framework; domain structure; trust-level definitions; tools, models and 

templates, and finally technology options. A different model Meta group provides 

other than the ISA allowing a strategic approach for IS matters consists of six 

components as; organization; management and governance; budget; policy 

management; processes, and technology (Meta Security Group, 2000; cited by Eloff 

and Eloff, 2005: 12). 

IS planning model in Figure 21 developed by Perks & Beveridge (2003)  

highlights the external environmental factors affecting the IS systems as well as the 

internal actions to be taken in order to develop a security plan. The model points out 

legislative, regulatory, IT, market environments as well as business strategy and IT 

opportunities. It is based on a feedback cycle bringing continual improvements to 

the security plan. 
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Figure 21: Information Security Planning Model 
 

 

Source: Adapted from Perks & Beveridge, 2003 

 

According Tudor (2002: 5), the model he proposes for IS has five main 

elements form for any IS architecture. He indicates that  the security architecture is 

a process and is not something one can purchase (Tudor, 2002).  As shown in 

Figure 22 the architecture is based on the five balanced components. 
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Figure 22: Information Security Architecture 

 

Source: Tudor, 2002: 5 

 

Though all three of  Tudor, and the META Group emphasize the 

importance of an integrated approach, none provide a comprehensive set of 

multidisciplinary controls. The ISMS proposed by BS 7799 Part 2 

(BS17799/ISO27002), the PFIRES, and the IS planning model are all based on a 

life-cycle approach consisting of four or five major cyclic phases. 

 

1.7. REGULATIONS AND ISO 27000 

 

Gerber and von Solms point out, with information security being the focal 

point of business in the media and in legislatures around the world, organizations 

face complex requirements to comply with security privacy standards and 

regulations  (Gerber and von Solms, 2008: 124). According to The American 

Heritage Dictionary (The American Heritage Dictionary, 2014), the definition of 

standard is given as An acknowledged measure of comparison for quantitative or 

qualitative value; a criterion. A degree or level of requirement, excellence or 

attainment . According to ISO (the International Organization for Standardization) 

and IEC (the International Electrotechnical Commission), a standard is generally 

defined as document, established by consensus and approved by a recognized 

body, that provides, for common and repeated use, rules, guidelines or 

characteristics for activities or their results, aimed at the achievement of the 
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optimum degree of order in a given context  (ISO-IEC, 2004). Within an unregulated 

field of IT, standards are considered essential (Williams, 2006: 415). Standards are 

implemented to facilitate inter-organizational communication and co-operation. Their 

scope may vary depending on the type of information to be exchanged (Söderström, 

2004).    

Two types of standards exist in the form of formal and de facto. Government 

or official industry bodies develop formal standards while market use and vendor 

promotion dictate de facto standards. De facto standards in computing such as 

Microsoft Windows operating systems are the main force  driving the change  within 

the industry itself (Dennis, 2002; cited by Williams, 2006: 415). 

In order to achieve certain levels of quality within any given industry, 

standards are followed and implemented. Within IT and technology domain, 

standards become even more important as a multitude of hardware, software, 

databases, operating systems and applications are the end result of a diverse 

environment with lack of standards. In such an environment proper legislation is 

difficult to create which is why legal requirements instead of regulations are 

integrated into formal standards (Williams, 2006: 415). Existing principles of IS can 

be viewed from legal and standard perspectives. Without the legal dimension of 

security, IS governance cannot be achieved properly (von Solms, 2001; von Solms 

and von Solms, 2004). 

There is a difference between laws and standards as far as the computing 

landscape is concerned. While standards are set of rules and procedures 

documented by a set of experts within a given field that provide benchmark(s) for 

products or services, laws regulate the use, collection, development and ownership 

of data being used to protect the integrity and secrecy of information (Pfleeger, 

1997).  Standards are procedures and guidelines for best practices, consistency and 

interoperability among systems. Monitoring these guidelines and making sure the 

rules and procedures within are followed ensures their effectiveness. Laws indicate 

liability on the consequences of actions that can be enforced, which is why they are 

effective to the degree they are enforced.   

Health is an important domain dependent on accurate and timely information 

for proper patient care and the management of health services. Standards are 

therefore crucial to the reliability information sharing, information compatibility and 

its effectiveness in healthcare. Although there are various standards worldwide, from 

a legal perspective most are not binding. In the United States, the Health Insurance 
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Portability and Accountability Act (HIPAA) of 1996  is a legally binding, detailed 

health information protection policy .  HIPAA  

promoted the development of electronic healthcare transactions and specifically 

addressed the important issues of privacy and security for health related information 

(U.S. Department of Health and Human Services, 2014). In 2003 the US congress 

went further to enact the Standards for Privacy of Individually Identifiable Health 

Information , otherwise known as the Federal Medical Privacy Rule.   According to 

some, such level of detail integrated to the rule is hard to comply with given current 

medical information systems and a lack of understanding of even basic security 

measures in medical organizations (Lederman, 2004). As organizations have to 

comply with government imposed regulations and laws, IS frameworks that 

emphasize governance become more important. Research on the usage of these 

frameworks to accommodate HIPAA compliance is growing (Appari et al., 2009; Van 

Niekerk and Von Solms, 2010). The privacy and security aspect of HIPAA applies to 

any organization that interacts with data, therefore it is not only healthcare 

institutions or organizations but any other organization that deal with private data of 

individuals are also subject to HIPAA In this sense HIPAA has a bigger impact in the 

IS domain (Bilbao-Osorio et al., 2013). 

According to the 2011 CSI Computer Crime and Security survey, majority of 

the participants were subject to a number of laws, regulations, and standards that 

deal with private data as shown in Figure 23 (Richardson, 2011: 6). 
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Figure 23: Laws and Industry Regulations Applicable to Organizations 

 

Source: Richardson, 2011, based on 2010 CSI Computer Crime and Security Survey 

 

The same survey indicated regulatory compliance efforts have had a positive 

effect on security programs as shown in Figure 24 (Richardson, 2011: 32). 

 

Figure 24: Effect of Regulatory Compliance Efforts on Information Security 

 

Source: Richardson, 2011, based on 2010 CSI Computer Crime and Security Survey 
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Regulation of HIT for the purposes of improving healthcare is also a hot 

topic. Regulatory requirements do not apply to HIT; specifically to standalone 

software applications not embedded in hardware such as electronic health records 

EHR or CPOE systems. However software embedded in a medical hardware is 

regulated (Young, 1987).  report (Institute of Medicine, 2012) has few 

recommendations on the issue implying the technology exists in isolation (Longhurst 

and Landa, 2012). Depending on the improvements in healthcare the potential for a 

conditional control of HIT software by the US Food and Drug Administration similar 

to medical devices is suggested. The idea that HIT being regulated and controlled 

by FDA even with the proper framework is infeasible due the shortage of skilled 

health IT workforce (Goedert, 2011). This potential also has certain drawbacks as 

seen by the consequences of the regulation of blood bank software by FDA that 

began in 1994 (Weeda and O'Flaherty, 1998). Though the regulation provided 

quality improvements, major IT companies exited the industry due to regulatory 

requirements leaving small number of software vendors, which limited the 

innovations and advancements in blood banking software (MacPherson et al., 

2009). Recommended strategies to address software safety are largely based upon 

increasing standardization and introducing mechanisms for oversight (Institute of 

Medicine, 2012; Singh et al., 2011; Walker et al., 2008), though some argue that 

such measures may hamper innovation (Longhurst and Landa, 2012). 

International IS management standards are important factors and play a key 

role in managing and in most cases certifying IS systems of organizations (Siponen 

and Willison, 2009).  

 ISO/IEC 27000 is a family of international IS related standards prepared by 

Joint Technical Committee (ISO/IEC JTC 1) dedicated to the development of 

international management systems standards for IS, otherwise known as the IS 

Management System (ISMS) family of standards (ISO/IEC-27000, 2014). These 

standards are applicable to all types and sizes of organization (e.g. commercial 

enterprises, government agencies, not-for-profit organizations). The main standard 

is the ISO/IEC 27001, the ISMS Requirements, that has two versions. The initial 

version was ISO 27001:2005 which focused on the PDCA cycle for the 

implementation of security measures as shown in Figure 25 below.  
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Figure 25: PDCA Model Applied to ISMS Processes 
 

 

Source: ISO/IEC-27000, 2014, based on 27001:2005 

 

The 27001-2013 version puts more emphasis on measuring and evaluating 

 (Quality Services Limited, 2013),  

and there is a new section on outsourcing emphasizing the fact that many 

organizations rely on third parties to provide some aspects of IT (British Assessment 

Bureau, 2013). The Plan-Do-Check-Act (PDCA) is not emphasized anymore like it 

was in 27001:2005. 

Instead, other continuous improvement processes like Six Sigma's DMAIC 

(Define, Measure, Analyze, Improve , Control) method can be implemented 

(Dionach, 2011). Overall, 27001:2013 is designed to fit better alongside other 

management standards such as ISO 9000 and ISO 20000, and it has more in 

common with them (The Pragmatic Auditor, 2013). Following are the 14 main 

groups including the number of controls within each group part of the new version 

(Gamma, 2013).  
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 A.5: Information security policies (2 controls) 

 A.6: Organization of information security (7 controls) 

 A.7: Human resource security - 6 controls that are applied before, during, or 
after employment 

 A.8: Asset management (10 controls) 

 A.9: Access control (14 controls) 

 A.10: Cryptography (2 controls) 

 A.11: Physical and environmental security (15 controls) 

 A.12: Operations security (14 controls) 

 A.13: Communications security (7 controls) 

 A.14: System acquisition, development and maintenance (13 controls) 

 A.15: Supplier relationships (5 controls) 

 A.16: Information security incident management (7 controls) 

 A.17: Information security aspects of business continuity management (4 
controls) 

 A.18: Compliance; with internal requirements, such as policies, and with 
external requirements, such as laws (8 controls) 

 

ISO 27000 family of standards have been utilized heavily due to their 

increasing popularity. Within healthcare, it has been found to be a critical element in 

addressing compliance to HIPAA requirements (Myler and Broadbent, 2006). 

Healthcare organizations should consider implementing an ISO security framework 

to fully comply with legislative and regulatory requirements (Boynton, 2007; Harris 

and Cummings, 2007; Thomas and Botha, 2007). Saint-Germain, points out that 

ISO 27000 family of standards provides organized collection of practices and 

controls that can address the key concerns of CIA that are the focus of regulatory IT 

security efforts (Saint-Germain, 2005). According to a study Chang and Lin 

conducted to explore the use of standards assisting in HIPAA compliance, ISO 

27002 was found to be a crucial element for an acceptable level of information 

assurance using the CIA concepts  (Chang and Lin, 2007). ISO 27000  was 

designed to work across a wide array of organizations and is intended to help 

organizations cost effectively apply security controls aimed at protecting systems 

and data (Humphreys, 2006). 
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CHAPTER TWO 

PATIENT SAFETY 

 

Medicine used to be simple, 

ineffective, and relatively safe. Now it is complex, effective, and potentially 

dangerous  (Institute of Medicine, 2012: ix).  

 

2.1. SAFETY 

 

Many dictionaries define safety with the following characteristics; Relative 

freedom from danger, risk, or threat of harm, injury, or loss to personnel and/or 

property, whether caused deliberately or by accident  (BusinessDictionary.com, 

2014); The condition of being safe; freedom from danger, risk, or injury  (The 

American Heritage Dictionary, 2014); The condition of being safe from undergoing 

or causing hurt, injury, or loss  (Merriam-Webster.com, 2012). 

Though the term itself mostly draws attention to the human safety, the safety 

regarding environment and financial assets are also related due to the risk 

component of the definition. 

According to Leveson, safety is defined as the absence of accidents, where 

an accident defined as an event involving an unplanned and unacceptable loss  

(Leveson, 1995; cited by Leveson, 2011: 57). Risk in the form of low and acceptable 

risk also is related to the safety (Ayyub, 2003; Harms-Ringdahl, 2003; Lowrance, 

1976; Manuele, 2003, 2013; Misumi and Sato, 1999). The relation of risk with safety 

in the form of the lower the risk the higher the safety has been questioned by some 

researchers as well (Möller et al., 2006).  The safety and risk considered by many as 

the antonym of each other is well analyzed by (Aven and Renn, 2009) indicating 

situations for broad risk perspectives that refer to uncertainties beyond probabilities 

and expected values hence, acceptable risk plays an important role defining safe 

and safety. 

Associating risk with safety as the antonym provides simple definitions for 

safe and safety; although safety from this perspective is a subjective judgment 

depending on what is an acceptable risk and what is not (Aven, 2014). However 

approaching safety as absence of accidents, losses etc., illustrates a different 

picture for the definition. Dealing with future when events, consequences, and 
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uncertainties are all unknown, speaking of high or low safety is not possible.  We 

can only refer to the probability of safety being high or low. Hence safety is observed 

as an event with no occurrence of undesirable events and consequences.  The 

definition of risk is closely associated with this view defined by Rosa (Rosa, 1998; 

2003; cited by Aven and Renn, 2009: 1)  as a situation or event where something of 

human value (including humans themselves) is at stake and where the outcome is 

uncertain.  

The concept of security also is related with the safety. Security has to do with 

intentional incidents and events such as terrorist attacks, burglary, etc. whereas 

safety deals with accidental situations. In this view since risk as part of safety does 

not differentiate between intentional or unintentional events or consequences, it is 

safe to say security is associated with safety. 

  

2.1.1. Patient Safety 

 

To Err Is Human  from Institute of Medicine (IOM) 

defines patient safety as freedom from accidental injury. (Institute of Medicine, 

1999: 4) This . The National 

Patient Safety Foundation has defined patient safety as the avoidance, prevention 

and amelioration of adverse outcomes or injuries stemming from the processes of 

healthcare  (National Patient Safety Foundation, 2014). According to NPSF, safety 

does not reside in a person, device or department, but emerges from the 

interactions of components of a system. According to Leveson, safety is an 

emergent system property and needs to be addressed throughout the lifecycle of 

HIT systems (Leveson, 2011: 64). The safety of patients is not solely dependent 

upon HIT systems on their own but is influenced by their interactions with users and 

other technology in a given environment (Coiera, 2003: 210). Patients are harmed 

when interactions between system components (human and machine) create unsafe 

states (Ash et al., 2004). Safety issues involving IT are not unique to healthcare 

(Jackson et al., 2007), but this sector has lagged behind other industries in 

addressing such problems (Institute of Medicine, 2012). 

There have been various studies regarding safety. Harvard Medical Practice 

Study 1, 2, 3 touched on the safety issue and specifically about adverse events, 

negligence, nature of adverse events, negligence malpractice, and adverse events 

(Brennan et al., 1991; Leape et al., 1991; Localio et al., 1991); however it was the 
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famous IOM report that had the most effect and triggered a new phase in patient 

safety within healthcare. The IOM report To Err Is Human  estimated that 44,000-

98,000 lives were lost every year in the US due to medical errors in hospitals and 

started a revolution to improve the quality of care (Institute of Medicine, 1999: 1). 

With an emphasis on improving quality which stated healthcare should be safe, 

effective, patient-centered, timely, efficient, and equitable , better results were 

thought to be achievable (Institute of Medicine, 2001: 6).  

 New research  indicates medical errors as the third leading cause of death 

in the United States, stressing the importance of patient safety (James, 2013). 

Patient safety is considered as a critical component of quality (Kohn et al., 

2000), yet further research documented deficiencies in the quality and safety of 

healthcare. According to McGlynn et al., evidence-based practice is only followed 

55% of the time (McGlynn et al., 2003: 2642).  Further studies have reconfirmed that 

medical errors continue to be prevalent, as more than 1.5 million preventable 

adverse drug events occur (Aspden et al., 2006).  

According to Page, defenses against threats to patient safety are created 

when leaders and managers promote evidence based practice; when the 

capabilities of the workforce are understood and maximized; when work processes 

are designed to reduce errors in patient care; and when a culture of safety is created 

and sustained (Page, 2004).  

Adverse events affecting patient safety can emerge as a result of the 

interaction with the care system during care delivery in all care settings. Human, 

systems, and technological errors can trigger these events, which are either a direct 

consequence of treatment or a failure to undertake an action that should have been 

completed.  

Despite the big emphasis, safety especially during hospital stays continues 

to be an issue as various studies suggest. According to Classen et al., adverse 

events continue to occur in as many as one-third of hospital patients (Classen et al., 

2011: 581). Even in hospitals with programs heavily focused on improving patient 

safety, adverse events affecting hospitalized patients occur (Landrigan et al., 2010). 

Compared to the inpatient care, ambulatory settings have even more safety related 

errors affecting patient safety as more medical care is delivered outside hospitals 

than inside (Institute of Medicine, 1999). This is further supported by a review of 

malpractice claims which concluded 52% of all paid malpractice claims for all 
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physician services involved ambulatory services, and almost two-thirds of these 

claims involved a major injury or death (Bishop et al., 2011: 2427).  

The types of errors seen (Institute of Medicine, 1999), the relative importance 

of patient responsibility for following through on care decisions, and the different 

organizational and regulatory structures in place (Gandhi and Lee, 2010) are the 

major differences between inpatient and ambulatory settings regarding patient 

safety, which suggests interventions to improve hospital safety may not be 

applicable in the ambulatory settings (Hammons et al., 2001).  According to a 10-

year review of ambulatory patient safety literature, despite some progress, major 

gaps remain with virtually no experiments or demonstrations shown to improve 

patient safety in ambulatory settings (Lorincz et al., 2011).  

 

2.1.2. Safety Culture 

 

Within organizational research domain, there has been much debate 

regarding whether safety culture and safety climate refer to the same topics. These 

two concepts have been frequently used synonymously and interchangeably (Cox 

and Flin, 1998: 191) to describe organizational attributes that reflect safe work 

environments (Guldenmund, 2000). Various studies within the organizational 

culture

climate (Cooke and Rousseau, 1988; Flin et al., 2000; Guldenmund, 2000; 

Schein, 1984, 1990; Schneider, 1975).  

The Chernobyl disaster back in 1986 triggered a high set of interest for the 

Safety Culture

Agency (IAEA) investigators following the Chernobyl disaster (International Nuclear 

Safety Advisory Group, 1991) to classify various organizational gaps which 

contributed to the nuclear power accident (Mearns and Flin, 1999; cited by Palmieri 

et al., 2010: 102)

poor safety culture (International Nuclear Safety 

Advisory Group, 1991; cited by Palmieri et al., 2010: 102)

work on improving cockpit crew performance due to safety culture concerns 

(Helmreich and Wilhelm, 1991; cited by Palmieri et al., 2010: 102) and the aftermath 

of the nuclear accident together formed the proper setting for the early safety culture 

research (Sexton et al., 2000: 746). 
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Even before the Chernobyl disaster there was research being undertaken. 

Zohar (1980: 661) is given credit for the foundation of the organizational safety 

culture research, due to his work in Israel in manufacturing industry, studying 

occupational safety. He used the term safety climate referring to the organizational 

attributes contributing to employee safety. Safety climate refers to the perceptions 

and attitudes about safety as an integral part of the work environment  (Zohar, 2002; 

cited by Palmieri et al., 2010: 102).  

According to Zohar (2003: 125), safety climate relates to shared perceptions 

with  regard to safety policies, procedures and practices  while according to Flin 

(2007), culture as described in literature is less tractable and more complex than 

climate. Despite this ongoing debate, safety culture

more as a valid construct to measure and develop improved safety performance in 

the form of injury rates, accident rates, and patient safety throughout a range of 

industries including but not limited to aerospace, manufacturing, healthcare, off-

shore oil and gas, maritime, construction, highway safety, and agriculture. 

In order to measure perceptions about safety awareness of individuals, 

safety climate instruments were designed and created (Zohar, 1980). Soon after the 

IOM report (Kohn et al., 2000), the focus shifted to measurement of group level 

representing shared perceptions of workers in regards to management safety 

practices (Zohar and Luria, 2005). 

There has been a variety of definitions of safety culture in the literature, each 

having their own perspective. According to Turner et al., safety culture is the set of 

beliefs, norms, attitudes, roles, and social and technical practices that are 

concerned with minimizing the exposure of employees, managers, customers, and 

members of the public to conditions considered dangerous or injurious  (Turner et 

al., 1989). Von Thaden and Gibbons defined safety culture as the enduring value 

and prioritization of worker and public safety by each member of each group and in 

every level of an organization  (von Thaden and Gibbons, 2008: 7). The most widely 

accepted definition of safety culture comes from the nuclear power industry 

(Advisory Committee for Safety in Nuclear Installations, 1993: 23). 

 

The safety culture of an organization is the product of individual and group 
values, attitudes, perceptions, competencies and patterns of behavior that 
determine the commitment to, and the style and proficiency of, an 

safety culture are characterized by communications founded on mutual trust, 
by shared perceptions of the importance of safety and by confidence in the 
efficacy of preventive measures. 
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Safety attitudes and shared values also played key roles. According to 

Mearns et al., safety culture forms the environment within which individual safety 

attitudes develop and persist and safety behaviors are promoted (Mearns et al., 

2003). The underlying norms, implied assumptions, and values about safety shared 

by the employees of the organization form the essence of organizational safety 

culture (Guldenmund, 2000; Mearns and Flin, 1999). 

Safety Culture: An Integrative Review  

Wiegman et al. (2004: 123) indicate the following characteristics that are common to 

various definitions of safety culture found in the literature regardless of the industry; 

 

 Safety culture is a concept defined at the group level or higher that 
refers to the shared values among all the group or organization 
members. 

 Safety culture is concerned with formal safety issues in an 
organization and closely related to, but not restricted to, the 
management and supervisory systems. 

 Safety culture emphasizes the contribution from everyone at every 
level of an organization. 

 
behavior at work. 

 Safety culture is usually reflected in the contingency between reward 
systems and safety performance. 

 to develop 
and learn from errors, incidents, and accidents. 

 Safety culture is relatively enduring, stable, and resistant to change. 

 

Safety culture also relies on certain theories such as high reliability theory 

(HRT) or normal accident theory (NAT).  NAT represents a sociological perspective 

(Perrow, 1984; cited by Palmieri et al., 2010: 106), while HRT reflects an 

organizational psychology perspective (Roberts, 1990; Weick and Sutcliffe, 2001), 

and the so-called aviation framework (Helmreich et al., 1993) represents a quasi-

theoretical human factors perspective (Gregorich et al., 1990). The common pattern 

among these three approaches is that culture is viewed as a key determinant for 

safety research in different ways. According to the sociological approach of NAT, 

safety is viewed as a system property not fully dependent on individual behaviors 

and performance (Perrow, 1994). NAT points out safety can be enhanced through 

organizational design and management, by reducing complexities, applying flexible 

policies, and procedures, and avoiding poorly designed processes and 

systems(Perrow, 1999). According to Perrow (1999: 354), the importance of safety 

culture is like the metaphor of an accident residing in the complexity and coupling of 
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the system itself, not in the failures of its components which means some accidents 

are simply normal and unavoidable in the course of work.  On the other hand, HRT 

is dependent on  of employees where circumstances are 

viewed from different angles and perspectives to avoid operational failures resulting 

in accidents  (Weick and Roberts, 1993; Weick and Sutcliffe, 2006; cited by Palmieri 

et al., 2010: 107).     

Aviation perspective differs from NAT and HRT in the sense that it does not 

utilize a theoretical framework to generate knowledge (Palmieri et al., 2010). It is 

based on methodologies related to critical incident (Flanagan, 1954; Woods and 

Shattuck, 2000; cited by Palmieri et al., 2010: 108) and critical decision (Klein et al., 

1989), which present a deductive approach to cumulate knowledge via incident 

evaluation including describing the situation, recording possible influences, 

reviewing the preceding issues, and considering interactions (Carlisle, 1986; cited 

by Palmieri et al., 2010: 108). 

Industrial safety studies whether (culture or climate) have a longer history 

than healthcare safety studies as they cover a timeframe of over 25 years. (Cooper 

and Phillips, 2004; Guldenmund, 2000; Zohar et al., 2007). Worker safety culture 

and climate have traditionally been the focus of industries such as steel 

manufacturing, oil and gas drilling, and high technology-use industries such as 

nuclear power plants, chemical processing plants, and the commercial aviation 

industry (Katz-Navon et al., 2005; Reason, 1998). Initially, studies of worker safety 

in the healthcare also have been the main focus attempting to show the effects of 

(Flin, 2007; Gershon et al., 2000; Stone et al., 2006; Stone et al., 2007). Industrial 

studies aimed at the relationship between safety and safety performance try to 

reduce worker injuries and accidents, and to prevent large scale disasters (Cooper 

and Phillips, 2004; Guldenmund, 2000; Reason, 1998).  

 

2.1.3. Patient Safety Culture 

 

The patient safety culture is defined as the underlying assumptions of the 

priority of patient safety at the hospital and unit levels (Sexton et al., 2006; Zohar et 

al., 2007).  Creating a culture of safety in hospitals requires the institutionalization 

and legitimization of patient safety as the priority concern for the organization and 

the interdisciplinary providers of care (McKeon et al., 2006). 
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 Healthcare organizations, including hospitals, must develop a culture of 

safety in which the workforce and its patient care services are clearly focused on 

improving the reliability, quality, and safety of care (Kohn et al., 2000: 14). A culture 

of safety should include these components: (a) safety as a priority communicated by 

all levels of leadership; (b) frequent, open, and truthful staff communication by all 

levels of leadership; and (c) expressed organizational value in learning from errors 

and mistakes (Singer et al., 2003: 113).  

Page has described a patient safety culture as one that vigilantly monitors for 

unsafe situations, cultivating attitudes and behaviors that enhance patient safety 

(Page, 2004: 289) indicating that an organizational culture among others is an 

important defense against threats to patient safety. The patient safety culture 

enforces a non-punitive error-reporting environment, and uses data analysis to 

understand causes of error. The safety culture is understood to be a performance 

shaping factor that guides the many discretionary behaviors of healthcare 

professionals in each patient interaction  (Nieva and Sorra, 2003: ii17). Yet creating 

a culture of safety in healthcare organizations, specifically hospitals, has not 

progressed as rapidly as providers and consumers had anticipated (Brennan et al., 

2005; Leape and Berwick, 2005; Page, 2004). Currently, a culture exists of naming, 

blaming and shaming vidual rather than the systems that 

contributed to error (Page, 2004: 27)  

 (Bagian, 2006: 289). Improving the quality 

and safety of patient care requires an organizational commitment to a culture of 

patient safety that maintains vigilance in monitoring for threats to patient safety 

(Nieva and Sorra, 2003; Scott et al., 2003). 

In the healthcare literature, safety culture and climate, and attitude, are 

descriptions correlated  for the same phenomena (Gaba et al., 2003) and are all 

suggested to appropriately represent the construct of safety culture (Nieva and 

Sorra, 2003; Sorra and Nieva, 2004). Human error is among the leading causes of 

accidents in major industries including healthcare (Bogner, 1994; Carayon et al., 

2003; Cook and Woods, 1994; James, 2013; Kohn et al., 2000; Leape, 1994; Wears 

and Perry, 2002). A strong safety culture can help minimizing medical errors. 
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2.1.4. Patient Safety Risk Factors 

 

T  (Institute 

of Medicine, 1999),  Thompson (2002) in a statement given to U.S. Department of 

Health & Human Services stated that liability system and the threat of malpractice, 

which discourages the disclosure of errors affect patient safety negatively as most 

errors and safety issues go undetected and unreported, both externally and within 

healthcare organizations.  

Patients are an important part of the big safety picture. In addition to patients, 

there are other major factors that affect patient participation in safety related 

behaviors (Davis et al., 2007: 260); 

 

 Patient-
experiences with healthcare delivery and relevant coping styles; and 
demographic characteristics. 

 Illness-

experience of illness (and prior experience of patient safety incidents). 
 Healthcare professional (HCP)-related: healthcare 

knowledge vement in it; and 
the way in which healthcare professionals interact with patients. 

 Healthcare setting (HCS)-related: type of healthcare setting  primary, 
secondary or tertiary care setting; and admission process  emergency 
or elective. 

 Task-related: the 
involvement in safety. 

 

Healthcare worker safety and healthy workplace are contributing factors and 

are frequently linked with patient safety (Yassi and Hancock, 2005: 33). According to 

IOM, the work environment and its effect on healthcare employees play a key role in 

patient safety and outcomes (Institute of Medicine, 2004). The safer healthcare 

workers in their jobs are, the safer the patients will be. A healthy workplace is 

defined as one in which healthcare workers are able to deliver higher quality care, 

and worker health and safety and patient health and safety are mutually supportive  

(Eisenberg et al., 2001; Koehoorn et al., 2002; cited by Yassi and Hancock, 2005: 

33). An important part of promoting patient safety must therefore focus on how to 

promote a healthy healthcare workplace (El-Jardali and Lagace, 2004; cited by 

Yassi and Hancock, 2005: 33).  

Medication use processes are another factor all together affecting patient 

safety. The process of making sure that patient gets appropriate medication use is a 

complex process involving multiple organizations and professionals from various 
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disciplines; knowledge of drugs; timely access to accurate and complete patient 

information; and a series of interrelated decisions over a period of time. Related to 

medication, prescribing, dispensing, administering, monitoring, systems and 

management control are all potential risk areas where errors can affect patient 

safety (Nadzam, 1991). 

 

2.2. ERRORS 

 

According to Reason, an error is defined as  the failure of a planned action 

to be completed as intended (i.e., error of execution) or the use of a wrong plan to 

achieve an aim (i.e., error of planning) (Reason, 1990; cited by Kohn et al., 2000: 

28). 

Adverse events are most of the time linked with errors. An adverse event is 

an injury caused by medical management rather than the underlying condition of the 

patient. Within the scope of adverse events, not all errors result in harm. Brennan et 

al. define an adverse event due to an error that do result in injury as preventable 

adverse event (Brennan et al., 1991; cited by Kohn et al., 2000: 28). Preventable 

adverse events include negligent adverse events that satisfy legal criteria used in 

determining negligence (Leape et al., 1991; cited by Kohn et al., 2000: 28). 

Errors can happen in all stages in the process of care, from diagnosis, to 

treatment, to preventive care. Analysis of errors in all these stages can provide 

much needed information especially regarding adverse events that result in serious 

injury or death. As a result improvements can be made to the overall system to 

avoid similar future events happening. Preventing errors contribute to the overall 

safety of the healthcare system at all levels. Building safety into processes of care 

prevents errors as well as improves quality. According to Deming, improving 

processes and preventing errors is the only way to improve quality (Deming, 1986). 

One of the efficient ways to accomplish this is to shift focus from blaming individuals 

for past errors to preventing future errors by designing safety into the system. 

According to Reason, error reporting is crucial to learning from mistakes to protect 

system integrity and prevent or mitigate failures (Reason, 1990, 2000). In parallel to 

-

reporting systems, and that in poorly structured and insufficiently managed 

organizations, more errors are produced.   
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Adverse drug events are estimated to injure or kill more than 770000 people 

in hospitals annually (Lesar et al., 1997). Prescribing errors are the most frequent 

source (Kanjanarat et al., 2003; Kaushal and Bates, 2001; Kohn et al., 2000). 

According to Kohn et al., substantial body of evidence points to medical errors as a 

leading cause of death and injury (Kohn et al., 2000: 26). Kohn et al., indicate that  

 medical errors harm a sizable amount of people, 

 preventable adverse events cause majority of the death in the US, 

 medical errors are costly, 

 patient safety is as important as worker safety, 

 medication-related errors mostly happen in hospitals,  

 medication-related errors affect people outside hospitals as a result of 

wrong prescription, or patient not following instructions properly. 

According to Leape et al., (Leape et al., 1993; cited by Kohn et al., 2000: 36) 

the errors that result in medical injury can be categorized as diagnostic, treatment, 

preventive, or other errors as seen in  Table 7. 

 

Table 7: Types of Errors 
 

 
 Diagnostic 

o Error or delay in diagnosis 
o Failure to employ indicated tests 
o Use of outmoded tests or therapy 
o Failure to act on results of monitoring or testing 

 Treatment 
o Error in the performance of an operation, procedure, or test 
o Error in administering the treatment 
o Error in the dose or method of using a drug 
o Avoidable delay in treatment or in responding to an abnormal test 
o Inappropriate (not indicated) care 

 Preventive 
o Failure to provide prophylactic treatment 
o Inadequate monitoring or follow-up of treatment 

 Other 
o Failure of communication 
o Equipment failure 
o Inadequate  processes and procedures 
o Failure to follow standard procedures  
o Inadequate training 
o Poorly designed interface 
o Other system failure 

 

Source: Lucian L Leape, Lawthers, Brennan, & Johnson, 1993 

 

In order to understand why errors occur one need to understand normal 

cognition. A unitary framework proposed by Reason (Reason, 1990) for the 

cognitive theory indicates that much of the mental functioning is automatic, rapid, 

and effortless. Human brain has a huge amount of mental models schemata

expert for automatic and unconscious processing. These schemata process 
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information rapidly, in parallel, and without conscious effort allowing people to act 

without thinking. In addition to this automatic unconscious processing, called the 

schematic control mode, cognitive activities can be conscious and controlled 

referred as the attentional control mode, which are used for problem solving as well 

as to monitor automatic function. On the contrary to the rapid parallel processing of 

the schematic control mode, processing in the attentional control mode is slow, 

sequential, effortful, and difficult to sustain.  

Reason also emphasizes on the concept of intention as error is not 

meaningful without the consideration of intention. Errors depend on two kinds of 

failures; either actions do not go as intended or the intended action is not the right 

one. Reason using intention differentiates between slips or lapses and mistakes. A 

slip or lapse is an unconscious glitch in automatic activity and occurs when the 

action conducted is not what was intended. It is an error of execution. The difference 

between a slip and a lapse is that a slip is observable and a lapse is not. In a 

mistake however, the action proceeds as planned but fails to achieve its intended 

outcome because the planned action was wrong to start with. 

In considering how humans contribute to error, it is important to distinguish 

between active and latent errors (Reason, 1990; cited by Kohn et al., 2000: 55). 

The consequence of active errors takes effect right away. These do occur at the 

frontline operator level and are sometimes called the sharp end (Cook et al., 1998; 

cited by Kohn et al., 2000: 55). Latent errors on the other hand are most of the time 

out of direct control of the operator and are due to poor design, incorrect installation, 

faulty maintenance, bad management decisions, and poorly structured 

organizations. These are called the blunt end. Contrary to active errors, latent errors 

are not easy to recognize and correct due to their inherent nature. According to 

Reason, current responses to errors tend to focus on the active errors by penalizing 

individuals instead of trying to discover and remove the latent errors. Focusing on 

active errors lets the latent failures remain in the system, and their accumulation 

actually makes the system more prone to future failure. Because system failures 

represent latent failures coming together in unexpected ways, they appear to be 

unique in retrospect. Since the same mix of factors is unlikely to occur again, efforts 

to prevent specific active errors are not likely to make the system any safer 

(Reason, 1990; cited by Kohn et al., 2000: 56).  

The socio-technical model presents examples of errors related to the use of 

the EHR systems and the components where errors take place. See Table 8 for  
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examples of the types of errors (Sittig and Singh, 2011: 1282) based on the Socio-

technical model  (Sittig and Singh, 2010: i69). 

 

Table 8: The Types of Errors Based on Socio-technical Model 
 

Socio-technical Model Dimension Examples of Types of Possible Errors 
Hardware and software: required to run the healthcare 

applications 

 Computer or network is not functioning 

Clinical content: data, information, and knowledge 

entered, displayed, or transmitted 

 Input data truncated (ie, buffer overflow); some 

entered data lost 

 Allowable item cannot be ordered 

 Incorrect default dose for given medication5 
Human-computer interface: aspects of the system that 

users can see, touch, or hear 
 Data entry or review screen does not show complete 

data (eg, missing patient name, medical record 

number, birthdate) 

 Two buttons with same label but different 

functionality 

 Wrong decision about KCl administration based on 

poor data presentation on the computer screen 
People: the humans involved in the design, 

development, implementation, and use of HIT 
 Two patients with same name; data entered for 

wrong patient 

 Incor  

 Nurses scan duplicate patient bar code taped to their 

clipboard rather than barcode on patient to save time 
Workflow and communication: the steps needed to 

ensure that each patient receives the care they need at 

the time they need it 

 Computer discontinues a medication order without 

notifying a human 

 Critical abnormal test result alerts not followed up 
Organizational policies and procedures: internal culture, 

structures, policies, and procedures that affect all 

aspects of HIT management and healthcare 

 Policy contradicts physical reality (eg, required bar 

code medicine administration readers not available 

in all patient locations) 

 Policy contradicts personnel capability 

  clinical alerts, 

causing delays in needed therapy 
External rules, regulations, and pressures: external 

forces that facilitate or place constraints on the design, 

development, implementation, use, and evaluation of 

HIT in the clinical setting 

 Billing requirements lead to inaccurate 

documentation in EHR (eg, inappropriate copy and 

paste) 

System measurement and monitoring: evaluation of 

system availability, use, effectiveness, and unintended 

consequences of system use 

 Incomplete or inappropriate (eg, combining disparate 

data) data aggregation leads to erroneous reporting 

 Incorrect interpretation of quality measurement data 

 

Source: Sittig & Singh, 2011: 1282 

 

2.2.1. Conditions That Create Errors 

 

Errors, whether active or latent can occur as a combination of many factors. 

Factors can intervene between the design of a system and the production process 
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that creates conditions in which errors are more likely to happen. Reason refers to 

these factors as psychological precursors or preconditions (Reason, 1990; cited by 

Kohn et al., 2000: 61). Factors such as right equipment, well-maintained and 

reliable; a skilled and knowledgeable workforce; reasonable work schedules, well-

designed jobs; clear guidance on desired and undesired performance, etc., are the 

precursors or preconditions for safe production processes. Any precondition can 

contribute to a large number of unsafe acts such as training deficiencies can show 

up as high workload, undue time pressure, inappropriate perception of hazards, or 

motivational difficulties (Reason, 1990). 

Technology is one of the main preconditions contributing to errors one way 

or another in the form of latent failures embedded in the system. As humans create 

errors, the perception that humans are unreliable and inefficient is formed and 

recognized. The action to take has been to find the person creating errors and 

prevent him or her doing it again. A second response has been to increase the use 

of technology by automating processes to reduce human involvement hence 

reduction in errors. Technology changes the tasks that people do by shifting the 

workload and eliminating human decision making (Cook and Woods, 1994; cited by 

Kohn et al., 2000: 61). Where a nurse previously may have been in charge of 

medication and provided the medication to a patient mostly manually, he or she may 

intervene as needed due to fully automated medication devices. Yet there are still 

procedures that cannot be automated and he or she needs to be involved in the 

procedure, which usually involves having to monitor automated systems for rare, 

abnormal events (Reason, 1990). 

As automation rarely fails, basic skills are not practiced and end up getting 

lost. If something goes wrong with the automated process even if it is very rare, it 

causes problems for people in charge. Automation makes systems more opaque to 

people who manage, maintain, and operate them (Reason, 1990). Processes that 

are automated are less visible because machines intervene between the person and 

the task and can handle more information. One of the advantages of technology is 

that it can enhance human performance to the extent that the human plus 

technology is more powerful than either is alone (Norman, 1993; cited by Kohn et 

al., 2000: 62).  In medicine, automated order entry systems or decision support 

systems can question the actions of operators, offer advice, and examine a range of 

alternative possibilities that humans cannot possibly remember. 
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As technology allows more to be accomplished by fewer people, interaction 

among team member sharing the same tasks is reduced affecting the distributed 

nature of the job in which tasks are shared among several people and may influence 

the ability to discover and recover from errors (Norman, 1993; cited by Kohn et al., 

2000: 63). 

Working conditions also present challenges and can easily contribute to 

creating errors. According to Halbesleben et al., higher burnout scores, staff 

reporting lower perception of safety on the unit, lower frequency of reporting 

potential errors, and a lower patient safety grade for the unit are all related 

(Halbesleben et al., 2008: 564) . According to Moody et al., there is a positive 

correlation between supervisor and manager support of actions and expectations 

promoting safety, and the reporting of medication errors (Moody, 2006). In their 

study they found that when nurses had a higher patient workload more medication 

administration errors were reported. 

 

2.2.2. Cost of Errors 

 

Although medication-related errors do not result all in actual harm, the ones 

that do are costly. In a study conducted at two prestigious teaching hospitals in US, 

Kohn et al. found that with nearly 2% of admissions, a preventable adverse drug 

event occurred resulting in average increased hospital costs of $4,700 per 

admission or about $2.8 million annually for a 700-bed teaching hospital. When 

these findings are generalized, the increased hospital costs alone of preventable 

adverse drug events affecting inpatients are about $2 billion for the US alone (Kohn 

et al., 2000: 2). 

Direct hospital costs represent only a fraction of the overall costs, as hospital 

patients form only a portion of the total population at risk. Ambulatory settings also 

incur costs for more and complex care. In addition to hospitals, surgical centers, 

private physician offices, clinics, pharmacies, nursing homes and other institutions 

incur as a whole due to errors. 

Opportunity costs are another part of the picture, as money spent at 

repeated diagnostic tests or counteract adverse drug events is money unavailable 

for other purposes. In addition, society as a whole pay for errors when insurance 

costs and copayments are inflated by services that would not have been necessary 

had proper care been provided. In addition to higher direct healthcare expenditures, 
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t  as a result of errors. Loss of 

trust in the system, diminished satisfaction, lower morale, higher frustration at not 

being able to receive and give the proper care, longer hospital stay or disability 

causing physical and psychological discomfort, lost worker productivity, reduced 

school attendance by children, and lower levels of population health status, are 

among the many indirect costs employers, employees, patients and society as a 

whole pay for medical errors (Kohn et al., 2000: 3). 

 

2.3. SAFETY AND ACCIDENTS 

 

There have been numerous studies that link safety and accidents in 

literature. Normal accident theory (NAT) and High reliability theory (HRT) approach 

the issue from different perspectives. Perrow in his normal accident theory states 

that accidents are inevitable in certain complex systems. Due to the nature of 

processes, though rare, accidents are normal in complex, high technology 

industries. In contrast to exploring the reasons of accident and errors, other 

researchers have focused on the characteristics that make certain industries, such  

as military aircraft carriers or chemical processing, highly reliable (Roberts, 1999). 

According to the HRT, accidents can be prevented through good organizational 

structure, design and management (Sagan, 1993). Organizational commitment to 

safety, high levels of training, redundancy in personnel,  and safety measures, and a 

strong organizational culture for continuous learning and willingness to change are 

among the main attributes of highly reliable industries (Roberts, 1999; Sagan, 1993).  

HRT proposes that although accidents may occur, systems can be designed 

to be safer so that accidents happen rarely. When accidents occur, they represent 

failures in in the way systems are designed. The main objective of systems design 

should be to make it difficult for accidents and errors to occur, and minimize the 

damage when they do (Leape, 1994). 

In healthcare, there should be a certain level of base safety that continues to 

evolve over time as risks become known and become part of the safety 

requirements (Kohn et al., 2000). To err is human safety is defined 

as freedom from accidental injury (Institute of Medicine, 1999: 58). 

perspective the main expectation is the prevention of accidental injuries which 

establishes the primary safety goal. 
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2.4. SYSTEM AND ACCIDENTS 

 

According to Reason (Reason, 1990; cited by Kohn et al., 2000: 52) A 

system is a set of interdependent elements interacting to achieve a common aim. 

The elements may be both human and non-human (equipment, technologies, etc.).  

Systems can be very large and complex, or they can be small yet part of 

another larger system such as those that exist in healthcare. Healthcare can be 

considered as one large, complex system consisting of many smaller systems. A 

multi-hospital system, having a variety of departments each having their own 

operating rooms are all examples of a system within a system. They all belong to 

the healthcare system, a large and complex system with multiple systems, not easy 

to analyze and understand. When there are failures in large systems, it is due to 

multiple faults happening at the same time in an unanticipated interaction, (Cook 

and Woods, 1994; Perrow, 1984; cited by Nolan, 2000: 771) creating a chain of 

events in which the faults grow and evolve (Gaba et al., 1987).  As a result of these 

faulty incidents accumulating accidents happen which is a form of information about 

a system (Cook and Woods, 1994). Perrow defines accidents as An accident is an 

event that involves damage to a defined system that disrupts the ongoing or future 

 (Perrow, 1984; cited by Kohn et al., 2000: 52). 

According to Perrow, systems are characterized by two dimensions: 

complexity and tight or loose coupling (Perrow, 1984; cited by Kohn et al., 2000: 58). 

The complexity refers to the presence of unfamiliar or unplanned and unexpected 

sequences of events in a system that is either not visible or not immediately 

comprehensible. A tightly coupled system is one that is highly interdependent: Each 

part of the system is tightly linked to many other parts and therefore a change in one 

part can rapidly affect the status of other parts. Loosely coupled or decoupled 

systems have fewer or less tight links between parts and therefore are able to 

absorb failures or unplanned behavior without destabilization (Marais et al., 2004). 

Systems that are more complex and tightly coupled are more prone to 

accidents and have to be made more reliable (Cook and Woods, 1994).  Perrow 

considers nuclear power plants, nuclear weapons handling, and aircraft to be 

complex, tightly coupled systems (Perrow, 1984) as multiple processes are 

occurring at the same time and failure in one area can affect another dependent 

process easily. Dams and rail transportation are considered tightly coupled as the 

steps in production are closely linked, but linear because there are few unexpected 
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interactions. On the other hand, Universities are considered complex, but loosely 

coupled, since the impact of a decision in one area can likely be limited to that area 

(Perrow, 1984). Although Perrow did not classify healthcare as a system, others 

have suggested that healthcare is a complex and tightly coupled system (Cook et 

al., 1998) prone to accidents .  

In a system although there are many parts that interact, the issue emerges 

when one part that have many interdependencies fail causing other dependent 

functions to also fail. When failures occur in a complex and large system, they are 

analyzed only in hindsight; however, knowing the outcome of an event influences 

how we assess past events (Cook et al., 1998; Reason, 1990). A hindsight bias 

occurs, meaning things that were not seen or understood at the time of the accident 

seem obvious in retrospect. In addition due to this hindsight bias the causes of an 

accident is simplified by pointing out a single element as the reason of the accident. 

As multiple individuals have pieces of the relevant information (Norman, 1993; cited 

by Kohn et al., 2000: 53), regarding an accident, hindsight bias makes it very easy 

and convenient to come up with a simple explanation for the accident or to blame an 

individual which makes it hard to determine the real causes (Kohn et al., 2000).    

Although healthcare has many of the same features of systems and 

accidents in other industries, certain differences exist. In other industries when 

accidents happen, the employee, employer, worker or the company are directly 

affected. In healthcare this is not the case as the consequences affect a third party; 

the patient. The health professional or the healthcare organization is rarely affected. 

In addition only one patient at a time is affected by an accident, not groups of people 

like in other industries making the accident less visible (Kohn et al., 2000). 

 

2.4.1. Safer Systems and Prevention of Errors 

 

In any industry, one of the greatest contributors to accidents is human error. 

Perrow has estimated that, on average, 60% to 80% of accidents involve human 

error (Perrow, 1984). When an error occurs, to find and blame someone is the first 

initial reaction given though multiple factors are the reasons for accidents and 

errors. Blaming does not get rid of the factors contributing to the errors and same 

type of errors and or accidents keep happening. 

Despite the fact that people working in healthcare are among the most 

educated and dedicated, there are still errors being made and accidents taking 
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place. Preventing errors and improving safety for patients require a systems 

approach focusing and improving on the design and the processes of the system. 

Certain approaches are used to make system changes in order to reduce errors and 

adverse events; these fall into the five categories (Leape et al., 1995; Leveson, 

1995; Norman, 1988, 1993; Salvendy, 2012; cited by Nolan, 2000: 771):  

 Reduce complexity 

 Optimize information processing 

 Automate wisely 

 Use constraints 

 Mitigate the unwanted side effects of change 

All of these approaches can be used for error prevention, detection, and 

mitigation. 

According to Kohn et al., design of safer systems should include specific, 

clear, and consistent efforts to develop a work culture that takes safety as a top 

priority and an ongoing effort, a working environment that encourages reporting 

errors and hazardous conditions, proper communication paths among staff for any 

safety concerns, and an effective knowledge transfer, including the systematic 

acquisition, dissemination, and incorporation of ideas, methods, and evidence that 

may have been developed elsewhere (Kohn et al., 2000).  

According to them safety in healthcare processes involves a three-part 

strategy:  1) designing systems to prevent errors  include  designing jobs for safety, 

avoiding reliance on memory and vigilance, and simplifying and standardizing key 

processes using checklists and protocols. 2) designing procedures to make errors 

visible when they do occur, and (3) designing procedures that can mitigate the harm 

to patients from errors that are not detected or intercepted (Nolan, 2000: 771). 

Applying TQM principles do contribute to making systems safer by 

preventing errors (Berwick, 1989). One of the basic principles of quality 

management is the pursuit of fewer variations or defects in processes, which are 

nothing more but errors. Errors and variations are considered not as human failures 

but as opportunities to improve the system by identifying and developing system 

modifications to eliminate the underlying failures. As in TQM, fundamental system 

 

As safety is associated directly with how a system operates, safety 

considerations should be part of the design and build processes. Potential 

interactions among components of a system are not predictable at early stages of 

the design, especially when HIT is part of a larger socio-technical system. Safety 
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issues emerge in large complex systems due to unexpected interactions among 

components. To minimize these issues, safety must also be addressed during and 

post system implementations (Sittig and Singh, 2010). 

Systems that are more complex, tightly coupled, and are more prone to 

accidents can reduce the likelihood of accidents by simplifying and standardizing 

processes, building in redundancy, developing backup systems, and so forth 

(Perrow, 1984). In order to prevent major incidents in these complex systems, a 

defence-in-depth approach also known as C indirectly 

proposed by Reason (Reason, 1990) is used incorporating controls across a series 

of layers.  

Similarly, in healthcare delivery systems, a number of mechanisms are used 

to reduce the likelihood of errors and thus make the system safer. Reduced reliance 

on memory, improved information access, error proofing, standardization, training, 

and absorption of errors are among the common mechanisms. Below is a number of 

items presented from a case study indicating certain ways to ensure safer systems 

design (Kohn et al., 2000: 62); 

Redesign the devices to default to a safe mode 

uce the difficulties of using multiple devices simultaneously 

 

prior to beginning surgery 

 with which they will work 

about errors for organizational learning and change to prevent errors. 

Certification and accreditation has also been identified as an important factor 

in promoting patient safety and error reduction in healthcare organizations (Tutuncu 

et al., 2007). Accreditation in healthcare, a model initially suggested by the Joint 

Commission on Accreditation of Healthcare Organization (Joint Commission on 

Accreditation of Healthcare Organizations, 2014), is probably the main ongoing 

international initiative aiming to foster Quality in Healthcare. 

 

2.4.2. Safety in Aviation and Nuclear 

 

More attention has been given to safety in aviation than healthcare even 

though the risk of dying as a result of a medical error is far greater than dying in an 
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airline accident (Kohn et al., 2000). In terms of safety, healthcare industry is a 

decade or more behind the other high-risk industries. Safety in aviation has been the 

main focus since World War II. According to Berwick and Leape, airline fatality 

between 1990 and 1994 was less than one-third the rate experience in mid-century 

(Berwick and Leape, 1999: 136).  In global terms, the accident rate has been 

declining steadily ever since the 1950s. According to International and Civil Aviation 

Organization, ICAO, the year-over-year accident statistics indicate a reduction in the 

overall number of accidents as well as the accident rate, a positive trend for air 

transportation safety as shown in Figure 26 (International and Civil Aviation 

Organization, 2014: 5)  

 

Figure 26: Accident Records: 2009 - 2013 

 

Source: International and Civil Aviation Organization - ICAO, 2014: 5 

 

Progress in aviation safety is a good example for other high risk industries 

such that fear, reprisal, and punishment produce not safety, but rather 

defensiveness, secrecy, and enormous human anguish (Berwick and Leape, 1999: 

136). Scientific studies in human factors engineering, organizational psychology, 

operations research, and many other disciplines make it clear that, in complex 

systems, safety depends not on exhortation, but rather on the proper design of 

equipment, jobs, support systems, and organizations (Berwick and Leape, 1999: 

136). 

When taking safety progress in aviation certain similarities and differences 

between aviation and healthcare industries both of which are highly complex and 

risky should be kept in mind. Healthcare industry has been compared to aviation 

industry unfavorably due to safety records of both industries. 

The key players in both industries, pilots and doctors, are highly trained and 

well educated professionals, determined to maintain high standards, use high 
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technology equipment and function as key members of a team of specialists 

performing difficult tasks in life-threatening environments, and exercise high level 

cognitive skills in a complex domain (Allnutt, 1987; cited by Leape, 1994: 1855).  

Despite these similarities, major differences exist between the domains. Medicine 

specifically has a substantial amount of uncertainty due to the number and variety of 

diseases as well as the unpredictability of the human organism (Leape, 1994: 1855).  

Unlike doctors and physicians, pilots have their lives at stake during work 

and are highly motivated for doing their jobs safely. Both airlines and airplane 

manufacturers have very strong incentives to make flying safe as the consequences 

of an accident and crash might be brutal. It might affect both the airline and the 

manufactures to the extent that they might be out of business after a large crash or if 

a certain model crashes repeatedly. 

Certain characteristics of a safer aviation model with suitable modifications 

can be applied improving safety in healthcare. In terms of design, aviation industry 

assumes errors and failures are part of the overall system proceeding accordingly to 

absorb the inevitable impact by building multiple buffers, backup systems, and 

automation. Though this complexity brings its own challenges for system design, 

these safeguards have served the safety of aviation well (Leape, 1994: 1855). 

Generally speaking this is not case within the medical field. With exceptions in 

certain areas, when errors detected a problem-solving approach is used rather than 

pursuing root cause analysis or identifying underlying system failures. Healthcare 

systems are not designed to prevent or absorb errors but designed to rely on 

individuals not to make errors rather than to assume they will (Leape, 1994: 1855).  

Standardization in procedures is another difference between the two 

industries. Pilots go through a checklist before each takeoff. Certain protocols must 

be followed for planning flights, operations, and maintenance. In addition, training, 

examination, and certification is highly advanced and enforced without any flexibility. 

Pilots do take proficiency examinations every 6 months that focus specifically with 

procedures to improve safety. In healthcare standardization and task design vary 

widely; reliance on short term memory is an important issue especially for a busy 

nurse administering medications on time for the right medicine, right amount, and 

right patient.  Education and training however exceeds that in aviation for both 

breadth of content and in duration. Periodic testing or certification in medicine 

however is not widely an accepted norm.    
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Finally, aviation safety has been institutionalized and governed by two 

separate independent agencies that have government-mandated responsibilities: 

the Federal Aviation Administration (FAA) regulates all aspects of flying and 

imposes safety procedures, and the National Transportation Safety Board (NTSB) 

investigates every accident. Recognizing that the disciplinary action did not provide 

any error related feedbacks, the FAA in 1975 established a confidential reporting 

system for safety related incidents; the Air Safety Reporting system (ASRS), which 

increased reporting dramatically so that potential issues related to safety, can be 

dealt with properly improving the overall aviation safety. The medical field in this 

aspect fails enormously. Though there have been certain government mandates, 

they are mostly about dealing with privacy and confidentiality issues such as HIPAA. 

Investigating accidents in depth is not realistic unless malpractice lawsuits are 

involved. Incident reporting perceived as individual punishment therefore not as 

useful and often not filed (Leape, 1994: 1856).  

  

2.4.3. Swiss Cheese Model 

 

The origins of the  model dates back to 1988 during the writing of Human 

Error (Reason, 1990). The original intention for the book was to provide an 

essentially cognitive psychological account of the nature, varieties, and the mental 

sources of human error  (Reason et al., 2006: 4) trying to address the question as 

What can the appearance of relatively non-random error forms tell us about the 

largely hidden processes that govern our thoughts and actions?  The model refers 

to the examples of the gas, chemical, and nuclear plant as well as transportation 

disasters that happened in the late 70s such as Flixborough, Challenger, Three Mile 

Underground fire(Reason et al., 2006: 4). 

Reason identified the required elements of a production system in order to 

describe how and why they might fail as all of the disasters he refers exist in 

complex productive systems. John Wreathall and J. Reason depicted these as a 

 which really had nothing to do 

with the label Swiss-Cheese as shown in Figure 27. As a separate side note, 

Reason did not come up with the label Swiss-Cheese. It was probably Rob Lee, 

then Director of the Bureau of Air Safety Investigation (BASI) in Canberra (Reason 

et al., 2006: 4). 
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Figure 27: Original Swiss-Cheese Model 
 

 

 

Source: J. Reason et al., 1990 

 

Later in other chapters, Reason makes a distinction between active errors 

and latent errors, and includes a modified representation in Figure 28 indicating an 

accident trajectory passing through successive slices. The figure shows the 

dynamics of accident causation arising from interactions between latent failures and 

a variety of local triggering events. The Swiss Cheese label probably is based on 

this figure. 

 

Figure 28: Latent Failures and Swiss-Cheese Model 

 

Source: J. Reason et al., 1990 
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Later in the early to mid-90s the second version of the proposed Swiss-

Cheese model has been introduced converting multiple phases of the production 

planes into organization, workplace, and person and extending the defensive layer 

into three layers as shown in Figure 29. 

  

Figure 29: The Second Version of Swiss-Cheese model 
 

 

Source: J. Reason et al., 1990 

 

The third version of the model as shown in Figure 30 appeared in Managing 

the Risks of Organizational Accidents (Reason, 1997) where a number of significant 

changes exist;  

 Three basic elements of hazards, defenses and losses are introduced 

 The planes are represented as disguised Swiss-Cheese slices 

 Explanation of holes, gaps, weaknesses and the term latent 

conditions introduced instead of latent error or latent failure where 

short-term breaches may be created due to errors of front-line 

operators and long term and more dangerous breaches due to 

decisions of designers, builders, procedure writers, top-level 

managers and maintainers. 
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Figure 30: The Third Version of Swiss-Cheese Model 
 

 

 

Source: J. T. Reason, 1997 

 

2.5. HUMAN FACTORS 

 

Human factor is an important component of safety and goes back to 

industrial engineering and psychology. It is defined as the study of the 

interrelationships between humans, the tools they use, and the environment in 

which they live and work  (Weinger et al., 1998; cited by Kohn et al., 2000: 63). 

Human factors approach is more effective and efficient in understanding 

where and why systems break, errors and failures occur by examining the causes 

circumstances, conditions, associated procedures and devices and other factors 

connected with the event.  Studies in human factors can result in safer systems and 

fewer errors and failures. Much of the work in human factors is on improving the 

human system interface by designing better systems and processes (Leape, 1994; 

Reason, 1990) in the form of simplifying and standardizing procedures, building 

redundancy, improving communications and coordination within teams. 

Critical incident analysis and naturalistic decision making are among the 

main approaches in the study of human factors. Critical incident analysis researches 

a significant or pivotal occurrence to understand where the system broke down, why 

the incident occurred, and the circumstances surrounding the incident (Cooper et 

al., 1978; cited by Kohn et al., 2000: 64). It provides an understanding of the 
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circumstances and conditions that actually produced an error regardless of a bad 

outcome exists or not due to error. 

 Naturalistic decision making is an analytic approach (Klein, 1998;cited by 

Kohn et al., 2000: 64).  Examining the way people make decisions in their natural 

work settings. It takes into account all factors that are normally controlled in a lab 

setting such as time, pressure, noise. The key to this approach is making 

observations in real life and re-visiting actions based on those observations to 

analyze and find out the factors affecting the decision making processes.  

In human factors research two different approaches on human error and 

human contribution to accidents exist. One approach recognized mostly as the old 

view (Cook et al., 1998; Reason, 2000a; cited by Dekker, 2002: 372), considers 

human error as a cause of failure. Dekker (2002: 372) highlights the major points in 

the old view of human error as follows:  

 

 Human error is the cause of most accidents. 

 The engineered systems in which people work are made to be basically safe; 
their success is intrinsic. The chief threat to safety comes from the inherent 
unreliability of people. 

 Progress in safety can be made by protecting these systems from unreliable 
humans through selection, proceduralization, automation, training, and 
discipline. 

 

The second approach also called as the new view, sees human error as a 

symptom of failure, not as a cause (Cook et al., 1998; Hoffman and Woods, 2000; 

Rasmussen and Batstone, 1989; Reason, 2000a; Woods et al., 1994). Dekker 

(2002: 372) summarizes the major points of the new view of human error as follows:  

 

 Human error is a symptom of trouble deeper inside the system. 

 Safety is not inherent in systems. The systems themselves are contradictions 
between multiple goals that people must pursue simultaneously. People have to 
create safety. 

 Human error is systematically connected to features of people tools, tasks, 
and operating environment. Progress on safety comes from understanding and 
influencing these connections. 
 

The new view of human error plays an important role in human factors and 

organizational safety domains (Reason, 1997; Rochlin, 1999; cited by Dekker, 2002: 

372) emphasizing factors  that are easily lost under human error label such as 

organizational deficiencies, design and procedural issues.  As Shappell and 

Wiegman (Shappell and Wiegmann, 2001: 60)  .simply writing off. . 
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.accidents merely to (human) error is an overly simplistic, if not naive, approach 

..After all, it is well established that accidents cannot be attributed to a single cause, 

or in most instances, even a single individual.  
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CHAPTER THREE 

QUALITY 

 

Quality means doing it right when no one is looking  Henry Ford 

 

3.1. QUALITY 

 

There are various well-known definitions of quality. According to ISO 8402 

(1986) the totality of features and characteristics of a product 

or service that bears on its ability to meet a stated or implied need Conformance 

to requirement (1979). Another definition is given as 

fitness for use  (Juran and Gryna, 1980)  is 

the degree of conformance to a 

standard too narrow (Wayne, 1983)

expectations is common to most definitions of quality which encompasses design, 

price, safety, delivery, performance usability and so on. 

According to Donabedian, the ability to 

achieve desirable objectives such as achievable state of health using legitimate 

 (Donabedian, 1988: 173).  

 

3.2. QUALITY IN HEALTHCARE 

 

Healthcare organizations deal with a variety of challenges, specifically 

related to effectiveness, efficiency and quality. Like in all other systems, in an 

effective and efficient healthcare system, organizational  resources are used to get 

the best value for the money spent  (Palmer and Torgerson, 1999: 1136). A proper 

and an efficient TQM implementation provides healthcare organizations to manage 

their resources effectively and efficiently and to provide proper service and care for 

their patients, to improve processes to reduce errors (Mosadeghrad, 2013: 162). 

Quality care or quality in healthcare also follows certain characteristics of the 

definition of quality. It has multiple dimensions and criteria that encompass the 

concept. According to Klein et al., patient care, like morale, cannot be considered as 

a unitary concept and that there will never be a single comprehensive criterion by 

which to measure the quality of patient care (Klein et al., 1961: 140). They indicate 
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that the dimensions and the criteria selected to define quality influence the 

approaches and methods that are employed in medical care.  

Quality of care given to patients is hard to measure. There have been 

various studies aimed at measuring quality in certain settings. Klein, et al., found in 

a research the 16 measurable items shown in Table 9 (Klein et al., 1961: 140). 

 

Table 9: Measurable Criteria of Good Patient Care 
 

1. Continuity of care 

2. Follow-up procedures  

3. Patient self-care  

4. Family teaching  

5. Patient understanding of procedures, et cetera  

6. Patient understanding of condition  

7. Patient teaching  

8. Orientation to patients' social problems  

9. Patient satisfaction  

10. Case load  

11. Planned program for patient  

12. Availability of personnel  

13. Amount of consultation  

14. Privacy and confidentiality  

15. Smooth processing of patient  

16. Degree of medical specialization 

 

Source: M. W. Klein et al., 1961: 140 

 

Similarly the committee of 

quality of care and adopted the following definition which is still accepted today: 

Quality of care is the degree to which health services for individuals and 

populations increase the likelihood of desired health outcomes and are consistent 

with current professional knowledge  (Lohr, 1990: 4).  

Among these dimensions, the first eight are explicitly incorporated in the 

committee's definition (Lohr, 1990: 22) as shown in Table10. 

 
Table 10: Dimensions in Definitions of Quality 

 

1. Scale of quality 

2. Nature of entity being evaluated 

3. Goal-oriented 

4. Aspects of outcomes specified 

5. Acceptability 

6. Type of recipient identified 

7. Role and responsibility of recipient asserted 
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8. Continuity, management, coordination 

9. Professional standards 

10. Technical competency of provider 

11. Interpersonal skills of provider 

12. Acceptability 

13. Statements about use 

14. Constrained by resources 

15. Constrained by consumer and patient circumstances 

16. Constrained by technology and state of scientific knowledge 

17. Risk versus benefit tradeoffs 

18. Documentation required 

 

Source: Kathleen N. Lohr, 1990: 22 

Due to adverse events taking place in healthcare, there is a need for 

improvement. As Leape puts it, when comparing patient safety and the healthcare 

industry to commercial aviation and the aerospace industry, healthcare's three-

sigma to four-sigma quality is roughly equivalent to a three jumbo jet  crashing every 

two days  (Leape, 1994: 1851). 

The various dimensions of healthcare, quality and patient care are grouped 

as a list of performance characteristics that would improve the overall system. IOM 

proposes six specific aims for this improvement (Institute of Medicine, 2001: 5,6).  

According to IOM, healthcare should be safe, effective, patient centered, timely, 

efficient, and equitable as explained in Table 11: 

 

Table 11: Healthcare Quality Improvement Goals 
 

 
Safe avoiding injuries to patients from the care that is intended to help them. 

 
Effective providing services based on scientific knowledge to all who could benefit and refraining from providing 

services to those not likely to benefit (avoiding underuse and overuse). 
 

Patient-centered providing care that is respectful of and responsive to individual patient preferences, needs, and 
values and ensuring that patient values guide all clinical decisions. 
 

Timely reducing waits and sometimes harmful delays for both those who receive and those who give care. 
 

Efficient avoiding waste, in particular waste of equipment, supplies, ideas, and energy. 
 

Equitable providing care that does not vary in quality because of personal characteristics such as gender, 
ethnicity, geographic location, and socio-economic status. 

 
 

Source: Institute of Medicine, 2001: 5, 6 

 

Research states efforts of implementing quality management systems and 

patient safety are positively correlated with each other (Tutuncu, 2008). Quality 
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Management System is considered as an important element in implementing 

continuous quality improvement and total quality management in healthcare. It has 

also been identified as a crucial factor in enhancing patient safety and error 

reduction in healthcare organizations (Tutuncu and Kucukusta, 2007). 

 

3.3. TOTAL QUALITY MANAGEMENT 

 

Abundance of terms exists within the quality domain. Quality improvement, 

quality improvement process, total quality management (TQM), organization-wide 

quality improvement (called Total Quality Control-TQC in Japan), continuous 

improvement, continuous quality improvement (CQI), quality assurance are among 

the various terms used interchangeably. Among these terms TQM and CQI may be 

the most universally recognized concept (Batalden and Buchanan, 1989; Berwick, 

1989) but more so in industrialized countries (Dean and Bowen, 1994; Evans and 

Lindsay, 1996; Garvin, 1991). The evolution of these philosophic and technical 

approaches have been initiated from a set of management and statistical control 

methods pioneered decades ago by U.S. statisticians and engineers (but 

implemented chiefly by post-World War II Japanese industrialists for applications in 

industry, primarily manufacturing (Deming, 1986; Garvin, 1986, 1988; Juran, 1988b; 

Juran et al., 1974).  Quality efforts started with Walter Stewhart of Bell Laboratories 

in the 1930s. His studies focused on increasing quality by decreasing faulty 

elements of a process, which became the foundation of works for the other major 

contributors in the following decades.  

Specifically Deming (1982), Crosby (1979), Ishikawa (1985) Juran (1988a) 

were among the key individuals who made significant contributions to the 

development of practical and theoretical applications. Deming with his 14 points of 

Management, Juran with the planning, control, improvement theme for quality and 6 

steps to Quality Improvement, and Crosby with conformity to standards with his 14 

steps to Quality Improvement shaped the quality related research in the early days 

(see Table 12) (Batalden and Stoltz, 1995; Marszalek-Gaucher and Coffey, 1993). 

Ishikawa was also an influential contributor with the cause and effect diagram (also 

called the "Ishikawa" or "fishbone" diagram).  
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Table 12: Three Approaches to Enacting Quality Improvement 
 

Deming's Fourteen Points  
for Management 

Juran's Six Steps 
to Quality Improvement 

Crosby's Fourteen Steps 
to Quality Improvement 

1. Create constancy of purpose 
for improvement of product 
and service. 

2. Adopt the new philosophy. 
3. Cease dependence on 

inspection to achieve quality. 
4. End the practice of awarding 

business on the basis of price 
tag alone. Instead minimize 
total cost by working with a 
single supplier. 

5. Improve constantly and forever 
every process for planning, 
production, and service. 

6. Institute training on the job. 
7. Adopt and institute leadership. 
8. Drive out fear. 
9. Break down barriers between 

staff areas. 
10. Eliminate slogans, 

exhortations, and targets for 
the workforce. 

11. Eliminate numerical quotas for 
the workforce and numerical 
goals for management. 

12. Remove barriers that rob 
people of pride of 
workmanship. Eliminate the 
annual rating or merit system. 

13. Institute a vigorous program of 
education and self-
improvement for everyone. 

14. Put everyone in the company 
to work to accomplish the 
transformation. 

 
 

1. Identify a project. 
Nominate projects. 
Evaluate projects. 
Select a project. 
Ask: Is it quality improvement? 

2. Establish a project.  
Prepare a mission statement. 
Select a team. 
Verify the mission. 

3. Diagnose the cause.  
Analyze symptoms. 
Confirm or modify the mission. 
Formulate theories. 
Test theories. 
Identify root cause(s). 

4. Remedy the cause. 
Evaluate the alternatives. 
Design remedy. 
Design controls. 
Design for culture. 
Prove effectiveness. 
Implement. 

5. Hold the gains. 
Design effective quality controls. 
Foolproof the remedy. 
Audit the controls. 

6. Replicate results and nominate 
projects. 
Replicate the project results. 
Nominate new projects. 

1. Make it clear that management is 
committed to quality. 

2. Form quality improvement teams 
with representatives from each 
department. 

3. Determine where current and 
potential quality problems lie. 

4. Evaluate the cost of quality and 
explain its use as a management 
tool. 

5. Raise the quality awareness and 
personal concern of all 
employees. 

6. Take actions to correct problems 
identified through previous steps. 

7. Establish a committee for the 
zero defects program. 

8. Train supervisors to actively 
carry out their part of the quality 
improvement program. 

9. 
all employees realize that there 
has been a change. 

10. Encourage individuals to 
establish improvement goals for 
themselves and their groups. 

11. Encourage employees to 
communicate to management 
the obstacles they face in 
attaining their improvement 
goals. 

12. Recognize and appreciate those 
who participate. 

13. Establish quality councils to 
communicate on a regular basis. 

14. Do it all over again to emphasize 
that the quality improvement 
program never ends. 

 

 

Source: P. B. Batalden & Stoltz, 1995; Marszalek-Gaucher & Coffey, 1993 

 

Though TQM is a widely accepted and practiced approach to serving mainly 

customer needs, suppliers, and employees using reengineered processes and 

systems to improve products and services, there is little agreement on what it is and 

what the essential features are. TQM is not a specific theory and is rather an 

abstract concept with many vague descriptions without any commonly agreed 

definitions though continues improvement seems to be an exception to the rule. 

Mosadeghrad (2011) found 73 different definitions of TQM in the literature. Among 

these most recognized and accepted ones define TQM as;  

 An approach (Flynn et al., 1994)   

 A culture (Kanji and Yui, 1997) 

 A philosophy (Joyce et al., 2006; Saylor, 1992) 

 A system (Hellsten and Klefsjö, 2000)   

 A strategy (Brown and Harvey, 2011) 
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 A program (Joss and Kogan, 1995) 

 A process (Almaraz, 1994) 

 A technology (Camisón, 1996) 

 A technique (Wong et al., 2010) 

 An effort (Tobin, 1990)     

 An impact (Feigenbaum, 1983)  

TQM is considered to be one of the leading competitive strategies (Zhu, 1999: 291) 

of choice during the 1990s. The main idea behind it was that the customers should 

be the focal point of the organizations. Therefore studies and improvements should 

target the customer satisfaction (Tutuncu and Kucukusta, 2007). It has been widely 

implemented in various firms throughout the world for either achieving greater 

profitability (Mosadeghrad, 2005) or for following government imposed mandates, 

regulations and/or incentives (Ho, 1994). 

There is an increasing amount of evidence and a common perception that a 

successful quality improvement can translate into economic and performance 

success (Brah et al., 2002; Classen et al., 1997; Clemmer et al., 1999; Conrad et al., 

1996; Hansson and Eriksson, 2002; Hendricks and Singhal, 2001; Jarlier and 

Charvet-Protat, 2000; Kaynak, 2003). 

Quality improvements though lead to both substantial reductions in costs and 

increases in quality however these were not always as great as might have been 

expected (Wright et al., 1997). A study by the Agency for Healthcare Research and 

Quality (AHRQ) demonstrated improvements to patient safety have a positive 

financial benefit for hospitals based on their Medicare payment history (Zhan et al., 

2006).   

An effective TQM implementation provides organizations to find out their 

requirements in order to provide proper care and reduce errors. These 

activities lead to high quality healthcare services, patient satisfaction, and increased 

productivity and profitability (Alexander et al., 2006; Macinati, 2008).    

Following are the main TQM factors that affect a successful implementation 

(Hakes, 1991; Saylor, 1992; cited by Zhu, 1999: 292). 

 Leadership. 

 Commitment. 

 Total customer satisfaction. 

 Continuous improvement. 

 Total involvement. 
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 Training and education. 

 Ownership. 

 Reward and recognition. 

 Error prevention. 

 Co-operation and teamwork. 

 

3.4. CONTINUOUS QUALITY IMPROVEMENT 

 

CQI is a philosophy that encourages all workers of an organization to always 

 Can we do it better?  (Edwards et al., 2007: 1). 

According to Lohr, there are four core key elements part of the continuous 

improvement in healthcare (Lohr, 1990: 58). Organizations, healthcare workers, 

systems and methods, and interaction among these . With the concepts of 

elements, eight other key constructs exist within as depicted in Figure 31. 

 

Figure 31: CQI Elements and Constructs 

 

 

Source: Adapted from Kathleen N. Lohr, 1990: 58 
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Continuous Improvement model in healthcare shares several characteristics 

with those contemporary systems of quality assurance from decades ago. The bi-

cycle concepts of Brown and Uhl (1970; cited by Lohr, 1990: 62) and the health 

accounting approach of Williamson (Williamson, 1988; Williamson and Wilson, 

1978; cited by Lohr, 1990: 62) are among these contemporary systems both of 

which have cycles similar to Deming plan-do-check-act (PDCA) 

approach shown in Figure 32. These also include notions of structure 

(organizational factors and high-level accountability), process (patient care 

activities), and outcomes (patient well-being or satisfaction) (Lohr, 1990: 62). 

Improvements in healthcare must focus on the structure (especially technology and 

people) and process that lead to the expected outputs and then ultimately to the 

desired outcomes (National Learning Consortium, 2013: 4). 

 

Figure 32: Simplified Continuous Improvement Model 

 

Source: Adapted from Moen and Norman, 2006: 8 

The continuous improvement model mainly emphasizes ongoing efforts to 

enhance performance and value without any set limits. It approaches the evaluation 

omer satisfaction. Senior 

management has the ultimate accountability for quality and quality improvement.   
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The literature shows a strong link between an explicit CQI strategy and high 

performance  (Shortell et al., 2009; cited by National Learning Consortium, 2013: 2). 

Lean is a form of a CQI process that gained acceptance after being used by 

Toyota. Many hospitals since then started using the key lean principles to reduce 

non-value added activities, mistake-proofing tasks, and waste to improve healthcare 

delivery. A key focus of change is on reducing or eliminating seven kinds of waste 

and improving efficiency (Levinson and Rerick, 2002; cited by National Learning 

Consortium, 2013: 7).  

 

 

 

-value-adding processes  

 

 

 

Lean CQI concepts focus on removing  overburden and inconsistency while 

reducing waste to create a process that can deliver the required results smoothly  

(Holweg, 2007; cited by National Learning Consortium, 2013: 8). 

Six Sigma is a business management and QI strategy that has its roots in the 

U.S. manufacturing industry (Bendell, 2006), specifically in Motorola and General 

Motors, seeking to enhance efficiency by identifying and removing the causes of 

defects (errors) and minimizing variability in manufacturing and business processes 

as shown in Figure 33. 

 

Figure 33: Six Sigma Model 

 

Source: Adapted from Bendell, 2006: 256 
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In a certain study six sigma was utilized to provide quality improvements to 

patients that have type 2 diabetes. Improving coordination, reducing unnecessary 

appointments and wait times, defining and measuring indicators, analyzing statistics 

and coming up with strategies based on the findings were all part of a six sigma 

program, which also changed certain clinical protocols and increased autonomy for 

staff all together providing better diabetic care to patients (Paccagnella et al., 2012; 

cited by National Learning Consortium, 2013: 10). 

The Malcolm Baldrige Criteria (Fisher and Simmons, 2012) and Six Sigma 

(Christianson et al., 2005) are two modern approaches hospitals use to bolster their 

quality programs, to improve patient safety and to ensure alignment with their 

strategic goals. The balanced scorecard approach, a rational planning model to 

analyze volumes of quality data introduced by Kaplan and Norton (1992) also is 

used for improving quality and safety in a hospital environment. 

  

3.4.1. Plan-Do-Check-Act (PDCA) 

 

Although most people refer and relate the plan-do-check-act (PDCA) cycle to 

Deming, it was essentially (Shewhart, 1986; cited by Moen and Norman, 2006: 1)  

who first conceptualized the term. Shewhart presented the first version as shown in 

Figure 34 as Shewhart Cycle  referring to the Scientific Method in his book 

Statistical Method from the Viewpoint of Quality Control  (Shewhart and Deming, 

1939; cited by Moen and Norman, 2006: 1). 

 

Figure 34: Shewhart Cycle 

 

Source: Shewhart and Deming, 1939 
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Instead of the straight line model of specification, production, and inspection 

he came up with the cycle model emphasizing the model as:  

 

These three steps must go in a circle instead of in a straight line, as shown . . . 
It may be helpful to think of the three steps in the mass production process as 
steps in the scientific method. In this sense, specification, production, and 
inspection correspond respectively to making a hypothesis, carrying out an 
experiment, and testing the hypothesis. The three steps constitute a dynamic 
scientific process of acquiring knowledge. 

 

W. Edwards Deming (1950) editing Shewhart model presented the modified 

model at a Japanese Union of Scientists and Engineers (JUSE) adding a fourth  

step as Redesign through marketing research to the first three steps; design, 

produce, sell. He emphasized the ongoing cyclic interaction among these four steps 

model with a minor modification was referred by Japanese as the Deming Wheel in 

1951 (Moen and Norman, 2006: 6), as illustrated in Figure 35. 

 

Figure 35: Deming's Wheel, 1951 

 

 
Source: Moen and Norman, 2006: 6 

 

According to Imai, Japanese executives later changed the term Deming 

Wheel as the Plan-Do-Check-Act (PDCA) cycle (Imai, 1986; cited by Moen and 

Norman, 2006: 6), which was integral part of Japanese quality improvement 

activities in the following decades. The PDCA cycle emphasized prevention of errors 

through standardization. As shown in Figure 36, the four step PDCA cycle includes: 

 Planning : definition of a problem and a hypothesis about possible causes 

and solutions 

 Doing: implementing 

 Checking: Evaluating results 

 Acting: back to plan due to unsatisfactory results 



 

106 

 

 
 
Figure 36: Japanese PDCA Cycle, 1951 

 

Source: 
Moen and Norman, 2006: 7 

 

Ishikawa (1985; cited by Moen and Norman, 2006: 8) emphasized 

standardization by stating if standards and regulations are not revised in six 

months, it is proof that no one is seriously using them . He also added two more 

elements to the PDCA cycle; determining goals and target, methods for reaching the 

goals. 

Deming (1986; cited by Moen and Norman, 2006: 8) presented  slightly 

different version of the Shewhart cycle in his book Out of the Crisis. In his seminars 

he pointed out the inaccuracy of the term Check meaning to hold back in English 

and emphasized the term Study instead. Deming made this a very clear point in a 

personal letter to Ron Moen in 1990 (Moen and Norman, 2006: 7) as stated in 

Moen, Nolan, and Provost (Moen et al., 1999), 

 In 1993, after making a modification to the Shewhart cycle, 

Deming (1993) called it the Shewhart cycle for learning and improvement- the PDSA 

cycle as shown in Figure 37. 
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Figure 37: Shewhart Cycle for Learning and improvement - the PDCA Cycle 

 

Source: Moen and Norman, 2006: 8 

 

This version that Deming (1993) referred as a flow diagram for learning, and 

for improvement of a product or of a process  has been further improved by Langley, 

Nolan, and Nolan (1994; cited by Moen and Norman, 2006: 8), which they called the 

PDSA Cycle as shown in Figure 38, emphasizing knowledge in the Study part.  

  

Figure 38: PDSA Plan-Do-Study-Act Cycle 

 

Source: Langley, Nolan, and Nolan, 1994: 9 

 

As Lilrank and Kano (1989) state, the seven basic tools including cause-and-

effect diagram (aka fishbone, Ishikawa diagrams), check sheet, control chart 

(graphs), histogram, Pareto chart, scatter diagrams, and flow chart along with the 

PDCA and PDSA cycles provided the proper foundation for improvement and the 

Japanese quality that has been well-known to-date.  
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3.4.2. KAIZEN 

 

The word Kaizen in English is typically applied to measures for implementing 

continuous improvement. ongoing improvement involving 

everyone top management, managers and workers (Imai, 1986: xxix). 

Kaizen Toyotism

TQM (Recht and Wilderom, 1998: 8). Similar methods and models influenced by 

American researchers (Deming) were introduced in Japan post World War II, which 

later evolved into TQM methods in Japan.  

and provided financial incentives, the Japanese style stressed the morale-boosting 

benefits of positive employee participation   (Imai, 1986: 112). The traditional 

Western suggestion systems can be differentiated from Kaizen-oriented systems on 

two basic aspects: means and ends (Recht and Wilderom, 1998: 8). 

Kaizen has been a successful methodology, especially in Japan. According 

Frank, Hofstede , and Bond, (1991), the underlying cultural factors for this success 

lies in values rooted in the Confucian ethic: thrift and perseverance. They indicate 

further that the economic growth from 1965 to 1987 is due to these cultural values. 

These values lead to economical behavior and to personal as well as company 

savings. Kaizen can be defined as a mindset to look for ways to achieve exactly 

this latter end: the lowering of costs and the achievement of greater efficiency. 

Grossly simplified, Kaizen in Japan is a culturally suitable means to accomplish 

cherished ends   (Recht and Wilderom, 1998: 9). 

 

3.5. QUALITY ASSURANCE 

 

 In 1974 the IOM published the following statement about quality assurance 

(QA) (Institute of Medicine, 1974: 1): The primary goal of a quality assurance 

system should be to make healthcare more effective in bettering the health status 

and satisfaction of a population, within the resources which society and individuals 

have chosen to spend for that care.  

 a formal and systematic exercise in identifying 

problems in medical care delivery, designing activities to overcome the problems, 

and carrying out follow-up monitoring to ensure that no new problems have been 
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introduced and that corrective steps have been effective  (Lohr and Brook, 1984: 

585). Others define QA as all activities that contribute to defining, designing, 

assessing, monitoring, and improving the quality of healthcare (Tutuncu and 

Kucukusta, 2008).   

QA is dependent on the principle that prevention is better than cure and it is 

more economical to get things right in the first place (Tang et al., 2005). Quality 

assurance activities do not control quality; they establish the extent to which quality 

will be, is being or has been controlled (Hoyle, 2001).  Achieving error-free 

healthcare at all times is impossible. Therefore an effective quality assurance 

program is not an end in itself; rather, it is a means of maintaining and improving 

healthcare  (O'Leary, 1988; cited by Lohr, 1990: 46). Lohr (1990: 46) defines Quality 

improvement as: 

 

a set of techniques for continuous study and improvement of the processes of 
delivering healthcare services and products to meet the needs and expectations 
of the customers of those services and products. It has three basic elements: 
customer knowledge, a focus on processes of healthcare delivery, and 

statistical approaches that aim to reduce variations in those processes. 
 

QA is a systematic approach used by organizations to maintain and improve 

quality of products and services (Steeples, 1993). Prevention and control are at the 

center of quality assurance activities, which are an important component of 

continuous quality improvement. For this, strong emphasis is given to the existence 

of sound procedures for designing and introducing new or improved products and 

services as well as the design of processes that meet and exceed product and 

service quality requirements (Crosby, 1979; Deming, 1982, 1986; Garvin, 1983). 

Donabedian (1988) points out that quality assurance is a misleading term as 

quality at best can be protected and enhanced but not assured.  He emphasizes the 

insufficiency of the term as addressing the efforts to improve quality from monitoring 

of structure, process, or outcome instead of taking the effects of professional 

education and training, professional certification of competence, regulatory 

licensure, control of drugs and appliances, the methods of financing, other aspects 

of system design, and legal safeguards against malpractice into account.  
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3.6. STRUCTURE-PROCESS-OUTCOME MODEL 

 

Donabedian has provided the conceptual framework for the well-known 

traditional model of quality of healthcare. He distinguished three components of the 

widely accepted model as structure, process, and outcome which has guided 

decades of research and program development (Donabedian, 1966, 1980, 1988). 

According to Donabedian (1980), the functional relationships between 

structure (inputs) and processes, and processes and outcomes as shown in Figure 

39 are key factors for determining the quality of healthcare. In other words, the 

structural characteristics of settings affect the process of care which in turn affects 

the outcome of that care. Yet, given the functional relationship of structure, process, 

and outcome, none of the three elements alone can adequately influence quality. 

   

Figure 39: Inputs, Processes, and Outputs in Healthcare 
 

 

Source: Donabedian, 1980 

 

According to Lohr, (1990) structural characteristics of the resources (inputs)  

apply to individual practitioners, to groups of practitioners, and to organizations and 

agencies. These resources provide the capacity of the practitioner or provider to 

deliver healthcare but not the capacity of the care itself. Lohr identifies the process 

patient. Outcomes are the end results of care provided, which are the effect of the 

care process on the health and well-being of patients and populations. Health 

services delivered, change in health status,- either positive or negative-, client 

satisfaction are all part of the outcomes. Another outcomes list consists of  

death, disease, disability, discomfort, and dissatisfaction (Donabedian et al., 
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1987; Lohr, 1988: 56). Lohr considers these negative outcomes as survival, states 

of physiologic, physical, and emotional health, and satisfaction (Lohr, 1988). More 

positive outcomes such as improved health status, functional ability, and perceived 

quality of life are also included and researched part of different health-scale quality-

measures in late 90s (Mitchell et al., 1997; Patrick, 1997). 

Mitchell, Ferketich, and Jennings (1998: 43) (1966) 

view of structure-process-outcome as follows; 

Structure  having the right things 

Process  doing right things 

Outcomes  having the right things happen  

According to Mitchell et al., as the number of variables examined and 

thought to alter each of the components has increased tremendously (Mitchell et al., 

1998: 43), neither structural nor process variables show consistent relationship 

explaining outcomes when examined alone  (Mitchell and Shortell, 1997).  The 

quality health outcomes model shown in Figure 41, with multiple feedback loops and 

outcomes is likely to be more sensitive to variables from structure and processes 

and is intended to be more closely aligned with the dynamic processes of patient 

care and outcomes than the traditional model (Mitchell et al., 1998: 44). 

 

Figure 40: Linear Model Implied by Traditional Structure-Process-Outcome 

 

Source: Mitchell, Ferketich, and Jennings, 1998: 43 

    

The dynamic model recognizes the feedback that occurs among clients, the 

system, and interventions integrating the traditional structure and process elements 

into system characteristics.  
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Figure 41: Quality Health Outcome Model 

 

 

Source: Mitchell et al., 1998: 44 

 

In contrast to the traditional view that interventions or treatments directly 

produce expected outcomes influenced by client characteristics (Wilson and Cleary, 

1995), the dynamic model does not have any direct connection linking interventions 

and outcomes.  In the outcomes section, in addition to the five Ds, the patient-

perceived dimensions of physical, social and role functioning, mental health, and 

overall health perceptions are included as more widely used clinical data (Patrick 

and Erickson, 1993; Wilson and Cleary, 1995). 

 Within the traditional model, more effort has been directed toward quality 

assessment than quality assurance (Lohr, 1990) while quality health outcomes 

model balances the effort between the two. 

 

3.7. ISSUES IN QUALITY IMPROVEMENT 

  

Quality problems can be put into three groups as overuse, underuse, and 

misuse (Chassin, 1991, 1997; Chassin and Galvin, 1998).  

Overuse occurs when a health service is provided when its potential for harm 

or risk outweighs the possible benefits. Underuse is the failure to provide a 

healthcare service when the benefits are greater than the risks involved. Misuse 

occurs when the right service is provided incorrectly, and a preventable complication 

occurs and reduces the benefit the patient receives (Chassin, 1997).  Avoidable 

complications of surgical and diagnostic procedures and preventable adverse 

events due to medication use are the two main categories of misuse. 

When this suboptimal use of quality related health services is addressed 

properly and corrected, health outcomes are also improved and cost savings is 
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realized. Researchers at LDS Hospital in Salt Lake City reported a series programs 

aimed at reducing errors in the administration of antibiotics. The hospital reduced 

adverse events resulting from antibiotics by 30%, mortality of patients treated with 

antibiotics by 27%, overall antibiotic use by 23%, and antibiotic costs per treated 

patient by 58% (Pestotnik et al., 1996). 

Mosadeghrad lists the categories of barriers for implementing TQM as; 

strategic, human resources, contextual, procedural, and structural with 39 individual 

items as shown in Table 13 (Mosadeghrad, 2013: 152). 

 

Table 13: Barriers to Implementing TQM 
 

Category Barrier 
Strategic . poor management and leadership 

. lack of top management support 

. management turnover 

. middle-management resistance to change 

. inappropriate planning 

. placing a poor priority on quality improvement  

. unlimited demand for healthcare services 
Human Resources  

.  

 

. 

. incompetent employees 

 

. lack of good human resource management 

. inadequate empowerment at all levels 

. employee shortage, and increased work load 

. poor education and training 

. lack of recognition and reward for success.  

Contextual . inappropriate organizational culture 

. inter-departmental barriers 

. difficulties in changing organizational culture 

. lack of team orientation 

. poor communication 

. mindset barriers 
Procedural . lack of process focus 

. lack of focus on patient satisfaction 

. lack of customer awareness 

. complexity of processes 

. fragmentation of activities 

. bureaucracy and paperwork 

. lack of measurement, evaluation and self-assessment.  

Structural . inappropriate organizational structure 

. lack of physical resources 

. lack of information systems 

. lack of financial support 

. time shortage 

Source: Mosadeghrad, 2013: 152 
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Dealing with the barriers to implementing quality measures should be 

approached through four levels of change: the individual, the group or team, the 

overall organization, and the larger system or environment in which individual 

organizations are embedded as shown in Table 14. Ferlie and Shortell (Ferlie and 

Shortell, 2001) indicate different methods and approaches of TQM and CQI used to 

address overcoming barriers to improve quality which can operate at multiple levels. 

They also mention that the effectiveness of the different approaches will be 

determined by the problem being addressed within the context of specific 

organizations and environments (Ferlie and Shortell, 2001: 284). 

 

Table 14: Four Levels of Change for Improving Quality 
 

Levels Examples 

 

Individual 

 

Education 

Academic detailing 

Data feedback 

Benchmarking 

Guideline, protocol, pathway implementation 

Leadership development 

 

Group/team 

 

Team development 

Task redesign 

Clinical audits 

Breakthrough collaboratives 

Guideline, protocol, pathway implementation 

 

Organization 

 

Quality assurance 

Continuous quality improvement/total quality management 

Organization development 

Organization culture 

Organization learning 

Knowledge management/transfer 

 

Larger system  

 

National bodies (NICE, CHI, AHRQ) 

Evidence-based practice centers 

Accrediting/licensing agencies (NCQA,Joint Commission) 

 

Payment policies 

Legal systems 

 

Source: Ferlie & Shortell, 2001: 284 
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3.8. FACTORS INFLUENCING QUALITY EFFORTS 

 

A variety of factors influence quality efforts within a healthcare organization. 

Culture, external environment, management, training are among the main factors. 

Culture exists within the multiple levels of macro political, institutional, 

organizational and small group levels. Due to the wide variety professionals, 

subgroups, divisions, and teams operating, healthcare organizations are considered 

deterrent to quality improvements (Ferlie and Shortell, 2001: 293). Change 

strategies for quality are generally more complex than changes in structure. 

Therefore development of an organizational culture that truly value  quality is an 

important force for change (Ferlie and Shortell, 2001: 292). In order to accomplish 

that, organization needs to question the way it learns best and evaluates the efforts 

to improve on learning practices (Argyris and Schon, 1978; Davie and Nutley, 2000; 

Levitt and March, 1988). In addition, in a group-oriented culture where teamwork, 

coordination, participation, and affiliation are emphasized, quality improvement 

practices are more successful (Shortell et al., 1995).   

Environment also influences quality via two dimensions (Kohn et al., 2000: 

18). Figure 42 shows the dimensions as well as the sub categories of the model 

proposed by Kohn et al. The first dimension, - domain of quality-, include safe care, 

practice consistent with medical knowledge, and customization. The second 

dimension identifies the external environment forces that can drive quality 

improvement in healthcare. Regulation and legislation, and economic and other 

incentives are the two external forces.  

edom from accidental injury

and it requires a larger role for regulation and oversight authority.  Best practices, 

incorporating evidence based medicine and consistent with current medical 

knowledge is also part of the quality domain often showing a great deal of variability 

and lack of adherence to medical standards. Finally customization part of quality 

emphasizes customer-specific values and expectations allowing a great deal of 

flexibility for personalization and individual responsiveness. It requires a larger role 

for creative, continuous improvement and innovation within organizations and 

economic reward. Due to variety of individual preferences and needs, strong 

regulations are difficult to implement (Kohn et al., 2000). 
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Figure 42: Influence of the External Environment on Quality 

 

Source: Kohn et al., 2000: 18 

 

Part of the external forces, regulation and legislation might include any form 

of public policy or legal influence, such as licensing or a liability that can empower 

the senior management to take action internally to improve quality. It also pushes 

healthcare organizations to improve quality by requiring minimum investments in 

their systems. Economic and marketplace incentives allow more room to play for 

rewards more than the established industry minimum based on the performance.     

As the population is aging and getting more diverse at technology, accessing 

health related information via Internet becomes easier (Calabretta, 2002; Frosch 

and Kaplan, 1999; Mansell et al., 2000), especially for more common chronic 

illnesses. Health professionals are not adequately prepared for this major shift. They 

need to have the proper skill set to respond to a variety of patient needs and 

expectations, to provide ongoing patient care and management, to deliver and 

coordinate care across teams, settings, and time frames; in short training they lack 

and in short supply part of clinical education settings (Calabretta, 2002). The 

Committee on the Health Professions Education Summit recommends to apply 

quality improvement as one of the responses to this issue (Greiner and Knebel, 

2003). 

Management involvement, especially top management is a crucial step for 

any quality improvement activity. Lack of top management involvement in and 

commitment to TQM change is the common reason for TQM failure (Hamidi and 

Zamanparvar, 2008; Kozak et al., 2007; Mosadeghrad, 2005). Just as managers 

can support TQM, they can also obstruct it. Juran (1988a) believed that most of the 

problems associated with quality are attributed to management.  Initially, Juran and 

Gryna (1993)  attribute the failure of the 1970s and 1980s quality initiatives in the 

West to lack of senior management involvement. Research also indicate low 
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management commitment and involvement can lead to failure in as many as 80% of 

organizations (Jaehn, 2000).  

Another area where senior management is involved and has full 

responsibility for safety and quality improvements is the governance and compliance 

according to the imposed regulations (Conway, 2008). Ironically, maintaining 

compliance with regulatory requirements is frequently found to drive patient safety 

initiatives rather than hospitals initiating these programs for the intrinsic and real 

rewards due to improved quality of care (Devers et al., 2004). 

One of the main reasons for a lack of top management involvement might be 

the diminishing concern rather than the indifference about quality issues. Senior 

management may be less aware of the patient safety issues than the front-line 

workers (Singer et al., 2003). In tall organizations as the number of levels increase, 

compared to flat organization, individuals tend to have a different perspective of the 

issues facing the front line employees (Child, 1984). In healthcare for example, 

board of directors perceive quality is better at their hospitals than their CEOs 

(Sandrick, 2007). This distance to the issues may potentially affect the level of 

priority senior management puts on quality and safety measures. Senior 

management might delegate the responsibility of quality governance to the medical 

staff as they have the clinical expertise for medical care evaluation. However, due to 

the perceived disincentives in peer review and the excessive time demands, 

physicians may not properly oversee a true quality improvement effort (Marren, 

2004). Instead, active staff involvement in governance of quality efforts under senior 

(Weiner 

et al., 1996). 

According to Wilson (2002), for an efficient and effective implementation of a 

quality management system, top management must: 

nized leader of the QMS 

 

 

QMS 

 review the compliance performance of the organization 
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3.9. QUALITY MANAGEMENT SYSTEMS  ISO 9000 

 

A variety of quality standards have been developed and adopted over the 

years.  The ISO family of standards provided a consensus on good management 

practices for the purposes of ensuring organizations can deliver quality products or 

services. ISO 9000 standards originated in 1987 with a bulletin from the 

International Organization for Standardization (ISO) (Ferguson, 1996). The original 

series consisted of five standards: ISO 9000, 9001, 9002, 9003 and 9004, plus ISO 

8402 (which was published in 1986 and it focused on terminology). The current 

series now has ISO 9000, 9001, 9004, 19011 (ISO, 2014). 

ISO 9000 Quality Management System is a structural framework for 

business systems that consists of proper components aimed at imroving 

management practices. It earned a global reputation for establishing effective and 

efficient quality management  best practices (ISO, 2009). The standards that are 

part of the ISO 9000 family are intended to be generic for quality management and 

assurance. They are applicable to any type of organization regardless of the size, 

products or services created, and the industry, private or public. The main purpose 

of the ISO 9000 standards is to assist and ensure organizations follow specific well-

documented procedures in the making and/or delivery of their products or services 

(Van der Wiele et al., 2009), and identify strengths and weakness, help the 

evaluation of organizations, establish a basis for continuous improvement and allow 

and support external recognition  (Oakland and Marosszeky, 2006). 

Research has shown that there is a link between QA and  QMS such as ISO 

9000 family (Tutuncu et al., 2009: 9). The ISO 9001 which is part of the QMS family 

provides quality assurance to organizations allowing them implement a degree of 

standardization and procedural control. The quality concept and quality programs 

being used at present in healthcare belong to the quality assurance stage and, 

therefore, most institutions within this industry have not as yet implemented a QMS 

(Sedevich-Fons, 2013). 

ISO 9001 focuses on processes rather than outcomes  (Ozturk and Swiss, 

2008). The standard encourages employees to demonstrate compliance with the 

procedures, rather than to strive for continuous improvement and focuses on doing 

things right, not necessarily doing the right things right from a customer point-of-

view. The purpose of the standard is to ensure a quality management system exists, 

 with better performance (Curkovic 
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and Pagell, 1999; Martínez-Costa et al., 2009).  In other word, it is quite possible to 

have an existing ISO 9000 system in place but still provide poor quality products or 

services. It alone does not provide competitive advantages (Corbett et al., 2005; 

Najmi and Kehoe, 2000; Sun et al., 2004). Therefore, healthcare organizations 

should not solely rely on the ISO quality management system. ISO 9001, through 

offering a set of policies and guidelines for quality management provides a 

foundation to TQM. It could be a starting point for TQM implementation. 
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CHAPTER FOUR 

QUANTITATIVE RESEARCH 

 

4.1. RESEARCH METHODS AND DESIGN 

 

This study uses a quantitative approach to find out results for the set 

hypotheses exploring the collected data using survey questionnaire method. A 

quantitative research is defined as a process of inquiry exploring an identified issue 

based on checking a theory measured by numbers and analyzed with statistical 

techniques (Trochim, 2006). According to Creswell, examining specific instances or 

features  of phenomena to decide if predictive generalizations regarding a theory 

hold true or to test causal hypotheses is the main purpose of a quantitative study 

(Creswell, 2013).  Usually the design of quantitative studies are based on 

experiments (Trochim and Donnelly, 2005), however in our case it is a non-

experimental study based on collected  quantitative data. The use of a non-

experimental survey methodology provides advantages including cause-and effect, 

high level of control, and most importantly the ability to replicate the study in similar 

circumstances (Blundell and Costa Dias, 2000). 

The correlational aspect of the study explores relations among variables. 

Correlational studies generally are used to determine if relationships exist between 

variables and if so to find out the strength of the relationships and are used in 

hypothesis testing. The results do not provide any means for causation (Munro, 

2005). Factor analysis is used to find out the interrelationships among a variety of 

factors in patient safety, quality, information security, and healthcare excellence and 

to explain these terms using the underlying dimensions. The objective is to find a 

way of condensing the information contained in a number of original variables into a 

smaller set of variables (factors) with minimal loss of information (Hair, 2009).  

According to Babbie (2012), exploratory studies can assist firstly better understand a 

new or under researched phenomenon, secondly test the feasibility of undertaking a 

more detailed study, and finally develop methods to be utilized in the detailed study.  

Multiple regression technique is also applied to find out the impact of patient 

safety, quality, and information security on healthcare excellence. Hair  (2009) 

defines multiple regression as a statistical technique that can be used to analyze 

the relationship between single dependent variable (DV) and several independent 

variables (IV
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IVs by weighing that is finding out the relative contributions of each IV to the overall 

prediction. The final set of weighted IVs form the Regression Variate or Regression 

Equation, or Regression Model.   

 

4.1.1. Population and Sample 

 

For this field study, Pamukkale University Training and Research Hospital 

has been chosen for the sample data collection. Research hospitals in general 

emphasize the importance of patient safety, quality, and information security related 

measures due to their focus on research programs and policies in order to provide 

new innovations, good care service, and obtain the best results through viable 

investment programs. Among all the research hospitals in the Aegean region in 

Turkey, Pamukkale Hospital along with the relevant participation of accredited 

standards responded and accepted our survey request regarding the topics 

mentioned. 

The total number of people working for the hospital is 2433. As one of the 

key areas of the study was IS, IT department at the university was our point of 

contact. Our population was all staff who had valid user accounts utilizing hospital 

information systems and applications in one form or another. The questionnaires 

were distributed to 700 users from various units of the University at different 

positions who use IT systems frequently on a daily basis. Initially there were all 

together 30 different job titles gathered as part of the survey. However the job titles 

were varying and the number of responses for majority of the positions were low. 

Majority of the respondents were nurses and doctors. However there were other 

positions such as multiple types of technicians, therapists, pharmacists, medical 

assistants, accountants, human resources, administrative assistants, as well as 

academic titles such as associate professor, lecturers, instructors and others. Due to 

this broad category of job positions and titles, for data processing purposes six 

categories were formed to represent the general participant profiles as part of the 

demographics. The 6 categories are as follows; 1=Nurse, 2=Doctor, 3=Secretary, 

4=Clinical Staff, 5=Non-Clinical Staff, 6=IT Staff. 
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4.1.2. Materials - Instrumentation 

 

The development of the instruments for the questionnaire involved in-depth 

literature review pertinent to patient safety, information security, and quality 

management systems. The list of items intended to measure the constructs have 

been formed referencing to prior research and formed scales.  

ISO 9000 quality and ISO 27000 IS management systems as well as safety 

climate surveys form the underlying structure of the study. Patient safety related 

items were formed based on the Safety Attitudes Questionnaire (SAQ)(Sexton et al., 

2006).  Quality related items are finalized referencing the quantitative study of 

Tutuncu et al. (Tutuncu et al., 2009). Studies (Upfold and Sewry, 2005; Yeniman 

Yildirim et al., 2011) that use ISO/IEC 27001 Information Security Management 

System have been used for the IS related items on the questionnaire. The validity 

and the reliability of the study hence been provided via these prior studies. In order 

to provide sufficient coverage, the list of items for each construct was evaluated by 

the researchers, academic experts and practitioners in the safety, quality, and IS 

management fields as well. The healthcare excellence part of the study has to do 

with the overall satisfaction its clients experience and the level of service the 

organizations provide. Essentially it is a generalized term pinpointing the integrated 

approach for the patient safety, information security, and quality management 

aspects of the healthcare environment.  

The survey consisted of a 2 page questionnaire.  A total of 55 questions 

were included on the list that were based on previous studies and were also 

examined in detail by academicians and practitioners to make sure items are 

understandable and applicable. Based on the comments and feedback, certain 

items and/or their wordings were modified. The finalized list was the basis for the 

questionnaire. 

The questions have been translated into Turkish by native speakers who 

were subject matter experts and fluent in English. Proper wording changes have 

been done based on the feedback received.  

An extract from the survey questionnaire is shown in Figure 43. The 

complete list of questions as part of the questionnaire is included in Appendix 1. 
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Figure 43: Questionnaire Extract 

 

 

The questions were presented using a five point interval scale in the form of; 

1=Never, 2=Rarely, 3=Sometimes, 4=Often, 5=Always. The list addresses the 

following constructs; Patient Safety, Quality management systems, Information 

Security Management systems, Healthcare Excellence. 

 

4.1.3. Operational Definitions of Variables 

 

The questionnaire consists of 55 questions with 4 sections aimed at 

measuring patient safety, quality, information security, and healthcare excellence. 

The first section with 19 (V1-V19) questions refer to the patient safety aspect and 

are based on the Safety Attitudes Questionnaire (SAQ), the second part consisting 

of 16 questions, V20  V35, refer to the quality management systems and based on 

qualitative study of Tutuncu et al. (Tutuncu et al., 2009), and the final section forms 

the information security part with 11 questions, V36-V46 based on the ISMS, ISO 

27001 standard control groups.  An additional 4 questions aimed at measuring 

general attitudes of healthcare excellence within their institution 

regarding general safety, quality, and information security all together. 

 

4.1.4. Data Collection 

 

For data collection, questionnaire methodology was preferred as it was both 

a reliable, economical, and a simple way. The data were obtained through 

structured surveys based on current standards and methodological frameworks 

regarding the key dimensions. The field study was conducted early January 2014. 

The final version of the questionnaire was distributed to the healthcare staff working 

at the Pamukkale University Training and Research Hospital in various clinical and 

service departments in Denizli Turkey, along with the proper authorization forms 
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For better responses and participation, questionnaires have been distributed in 

batches at the same time to each clinical department via their departmental 

supervisor or via inter-office mail. In order to ensure high participation and the 

accuracy of the responses, participants were asked not to provide any identification 

as they complete the questionnaires. A time frame of a week or so given for the 

returns. The finished questionnaires were collected in batches and returned to us for 

data processing. In our case from the 700 distributed questionnaires, 460 were 

returned.  

 

4.1.5. Data Processing 

 

Data gathered via questionnaires have been entered manually into excel 

sheets, and transferred to SPSS program for further analysis. The manual entry 

process has been checked twice by different individuals to ensure accuracy. Out of 

the 460 respondents, 71 have been manually eliminated due to large number of 

missing data, duplicate entries, incorrect entries, empty items, and inconsistent 

ones, providing a total of 389 records for processing that also have missing entries. 

Part of the analysis for factor analysis and multiple-regression, listwise method has 

been used for any missing values to be excluded. Imputing missing values with the 

variable means was not preferred in order to provide consistency. The substitution 

of variable mean for the missing values is recommended when the ratio is low 

(Bentler, 1995).    

 

4.1.6. Data Analysis 

 

The main purpose of the study was to find out the factors associated with 

patient safety, information security management systems, and quality management 

systems and to test the impact of information security, patient safety, quality and 

their subcomponents on healthcare excellence. Patient safety, quality, and IS 

related management practices and the proper results were required to pursue the 

study. The data were analyzed using SPSS 19 software. The study used validated 

and reliable attitudinal measures to assess the variables under investigation. In a 

quantitative survey method, applying proper statistical analyses is an important 

factor for a successful outcome (Dillman, 2000; Schonlau et al., 2002).  
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There were missing responses for certain questions even after the duplicates 

and repetitive ones were removed visually. The listwise deletion method is used for 

all procedures to deal with missing values. Listwise deletion although affects the 

statistical power of the tests conducted (Olinsky et al., 2003; Roth, 1994), is 

preferable to many other methods for handling missing data (Allison, 2002).  

Due to the categorical distribution of the demographic variables (V51-V55) 

certain new variables have been formed by recoding in order to do analysis. For 

example variable V53 indicates the education level and has 6 categories as 

1=elementary school, 2=middle school, 3=high school, 4=associate degree, 

5=undergraduate, 6=graduate. We were not able to use these categories due to 

allocation of numbers. Hence we had to create a new variable for analysis and 

separated the group into two as 1=basic education level   2=advanced education 

level. This enabled us to use some of the comparative tests properly. The same 

procedure was applied to V51 that addresses the age question.  We separated the 

group into two as 1=29yrs or younger, 2=30 yrs or older. V55 indicated the years 

worked. Categorizing the V55 gave us 1=5 yrs or less at work, 2=6 yrs or more at 

work (see Appendix 19, 20).   

An exploratory factor analysis is conducted on each part of the survey 

consisting of 50 observed variables to identify and measure the latent constructs 

that are not observable directly in safety, quality security and excellence areas. The 

orthogonal varimax method is used as the factors stayed uncorrelated throughout 

the process. If they had  been correlated  the oblique  method of promax was going 

to be used (Hair, 2009). 

All the safety, security and quality constructs are operationalized on a five 

point interval scale with multiple items developed using scales developed in 

literature. Exploratory factor analysis (EFA) is used to find out the factors. During the 

EFA process 6 factors have been explored as; Unit Patient Safety, General Patient 

Safety, Information Security, Quality Requirements, Continuous improvement - 

KAIZEN, and Healthcare Excellence. 

Instead of using a mean value of the variables measuring a specific construct 

for each respondent, the standardized values obtained based on the regression 

coefficients of the factor analysis performed are used. This also provided the basis 

for Healthcare Excellence to be analyzed as a dependent variable using multiple-

regression. Within the multiple-regression, the stepwise method is performed. The 
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stepwise method allows a simple yet efficient solution providing a small and 

interpretable model containing the most important predictors in a prediction problem. 

Despite the advantages of stepwise selection disadvantages also exist. 

Many studies (Chatfield, 2006; Harrell et al., 1996; Steyerberg et al., 1999) indicate 

the following disadvantages: 

 The selection is unstable; adding or deleting relatively few patients may 

substantially change the selection.  

 The statistical power of a study may be insufficient to select true predictors, 

whereas multiple comparisons (almost) increase the risk that noise variables 

are included. Failure to select true predictors leads to a loss in predictive 

performance.  

 The variance of the estimated regression coefficients is estimated as if the 

selection of covariables was predetermined. This biases the calculation of 

confidence intervals.  

 The selection is based on the fact that a covariable had a relatively extreme 

p-value (usually: < 5%). This biases the p-values of selected covariables to 

extreme values.  

 Extreme p-values correspond to relatively extreme regression coefficients. 

The estimated regression coefficients are biased to more extreme values.  

The commonly accepted criterion for the sample size for a validity test is to 

have at least 100 participants or five times the number of questions in the instrument  

(Martins, 2002).  Although the preferred ratio is 1:10, 1:5 is also acceptable. In our 

case we had 389 valid participants for 50 variables, more than the acceptable 

number of 250.   

 
4.2. DEMOGRAPHICS 

 

The questionnaire participants represented different job levels within the 

hospital enviconment. Nurses formed the major category  (36.5%), followed by 

secretaries (admin assistants) (20.4%), the doctors (18%), clinical staff (12%), non-

clinical-staff (9.6%), and IT staff (3.6%).  

Majority of the participants were female (69%)  more than double the size of 

male participants (30.5%) indicating healthcare sector seems to be a good working 

environment for females or that females are preferred in this sector. The age profile 

of the participants can be considered as young. The thirty to 39 years old (43.2%) 

form the major group followed by the 20 to 29 years olds (42.4%), 40-49 (10.5%), 20 
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or younger (2.6%), 50 or over (1.3%).  These figures inform us that healthcare 

sector in Turkey is  represented generally by younger people.  

Largest number of participants were the ones who had worked for the 

hospital between one and five years (39.9%), followed by those with six to ten years 

(29.9%), eleven to twenty (18.5%), less than one year (10%) and more than twenty 

one years (1.9%). Nearly 80% of the partici ten years of who 

had been with the hosptial. Majority of them had undergrad education (42.6%) while 

graduate education was one-third of the under grads (16.5%). 

Table 15 shows the basic profile of the distribution of the participants. 

 
Table 15: Profile 

 

    Overall Female Male 

    n % n % n % 

Job class 

Nurse 122 36.53 112 91.80 10 8.20 

Doctor 60 17.96 28 46.67 32 53.33 

Secretary 68 20.36 54 79.41 14 20.59 

Clinical Staff 40 11.98 21 52.50 19 47.50 

Non-Clinical Staff 32 9.58 14 43.75 18 56.25 

IT Staff 12 3.59 3 25.00 9 75.00 

Total 334 100.00 232 69.46 102 30.54 

Age 

<20 10 2.63 8 80.00 2 20.00 

21-29 161 42.37 115 71.43 46 28.57 

30-39 164 43.16 115 70.12 49 29.88 

40-49 40 10.53 23 57.50 17 42.50 

  >50 5 1.32 1 20.00 4 80.00 

Total 380 100.00 262 68.95 118 31.05 

Education 

High School 71 18.88 47 66.20 24 33.80 

Associate 83 22.07 56 67.47 27 32.53 

  Undergraduate 160 42.55 120 75.00 40 25.00 

Graduate 62 16.49 37 59.68 25 40.32 

Total 376 100.00 260 69.15 116 30.85 

Yearsworked 

<1 38 10.03 22 57.89 16 42.11 

 1-5 151 39.84 102 67.55 49 32.45 

 6-10 113 29.82 84 74.34 29 25.66 

 11-20 70 18.47 49 70.00 21 30.00 

>21 7 1.85 4 57.14 3 42.86 

Total 379 100.00 261 68.87 118 31.13 
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4.3. VALIDITY AND RELIABILITY 

 

Validity encompasses the entire experimental concept and establishes 

whether the results obtained meet all of the requirements of the scientific research 

method and basically refers to how well a test measures what it is supposed to 

measure. According to Trochim (2006): 

 

Validity refers to the approximate truth of propositions, inferences, or conclusions. 
So, external validity refers to the approximate truth of conclusions that involve 
generalization. In other words, it is the extent to which the results of the study can 
reflect similar outcomes elsewhere, and can be generalized to other populations or 
situations. On the other hand, internal Validity is the approximate truth about 
inferences regarding cause-effect or causal relationships. Thus, internal validity is 
only relevant in studies that try to establish a causal relationship. 

 

Internal validity is a crucial measure in quantitative studies, where it ensures 

that a researcher's experiment design closely follows the principle of cause and 

effect. External validity asks the question of generalizability: To what populations, 

settings, treatment variables and measurement variables can this effect be 

generalized?  (Campbell et al., 1963).  

Test Validity is an indicator of how much meaning can be placed upon a set 

of test results. Content validity, construct validity are the types of test validity. 

Content Validity is the estimate of how much a measure represents every single 

element of a construct while construct validity defines how well a test or experiment 

measures up to its claims. It also includes convergent and discriminant validity. 

Discriminant validity indicates that measures that should not be related are indeed 

not related. Convergent validity is in away the opposite. Measures that should be 

related are indeed related. 

In our case content validity has been accomplished by working with the 

academicians and professionals who have extensive amount of experience on the 

subjects, and are considered as subject matter experts (SME). In addition from a 

theoretical perspective, face validity was covered through the relevant literature 

research related to the topics. Construct validity has been provided using 

exploratory factor analysis. Discriminant validity was established looking at the 

correlation tables as well as factor loading tables.   

to explain the variance in the observed 

 (Habing, 2003). In our case, the factor 

analysis provides the underlying structure of our set of observed variables pertinent 
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to patient safety, quality, information security, and healthcare excellence domains 

within healthcare.  The 50 attributes (V1-V50) of the study are examined in order to 

understand whether these responses can be grouped to better understand the 

bigger picture in terms of what the healthcare workers think about these concepts, 

as well as reduce the 50 variables maybe to a smaller size if they can similarly be 

represented.   

In order to understand the structure of the variables, R-type factor analysis 

and a correlation matrix between variables are required. Sample size is one of the 

concerns for the development of factors. Hair (2009)  provides the minimum 

acceptable ratio of observations to variables as  5:1. In our study a total of 50 

variables for around 380 observations meets this sample requirement and 

considered adequate.  

The starting point for the factor analysis is the judgment of the 

appropriateness by visual examinations of the correlations and identification of the 

significant ones. If there are relatively few correlations greater than .30, then factor 

analysis is probably inappropriate (Hair, 2009). In our case for each of the structural 

concept of safety, quality, security and excellence the following exist:  

for Safety, 156 out of 171 correlations (91%),  

for Quality, 117 out of 117 correlations (100%) 

for Security, 55 out of 55 correlations (100%) 

for Excellence 6 out of 6 correlations (100%) 

are significant at the .01 level which provides a sufficient basis to proceed 

with EFA for each concept (see Appendix 4,5,6,7,8 for correlation matrix tables). 

Construct validity is established via EFA. In order to determine whether EFA 

is suitable or not, Kaiser-Meyer-Olkin measure of sampling adequacy (MSA), which 

intercorrelations between items. For MSA a value of .80 or above is perfect where 

.60 or above can be accepted, and below 0.50 is unacceptable (Hair, 2009). 

statistically significant, the items are suitable for factor analysis. 

In our study, test indicates that correlations when taken as a whole 

are significant at the .0001 level which indicates the presence of non-zero 

correlations. The KMO- measure of sampling adequacy checks correlations as well 

as the patterns between variables. As can be seen from the Table 16, the MSA for 
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safety, quality, security, and excellence are all above the acceptable range of .50 

(see Appendix 9 for detail).  

 

Table 16: Bartlett and MSA Values for Safety, Quality, Security, and Excellence 
 

    Factor KMO  Kaiser-Meyer-Olkin 
Measure of Sampling Adequacy Sphericity 

Sig. 

Safety .936 3028.339 .000 
Quality .958 4990.266 .000 
Security .957 3510.381 .000 
Excellence .858 1299.733 .000 

 

Looking at each variable for the MSA values, only in safety dimension, V18 

has a value of .413 (see Appendix 10 for detail). The V18 is excluded in order to 

meet the minimum acceptable level of .05. The deletion of V18 in safety provides a 

100% correlation in safety among 153 correlations. The reduced set of safety items 

shows an overall MSA of .941 and the Bartlett value of 2989.499 still significant at 

.0001 level. 

The results all indicated that the final set of variables for all safety, quality, 

security, and excellence are appropriate for factor analysis procedures (see 

Appendix 11, 12, 13, 14). 

According to Hair (2009), in order to determine the number of factors to be 

retained for interpretation, either a subjective method of selecting a number of 

factors a priori or specifying the percentage of variance extracted, or an objective 

method of latent root criterion or scree test can be used.  Table 17 shows the 

information regarding all the constructs and the components and their relative 

explanatory power explaining the variances in the total unrotated model. Only 

using the latent root criterion as well as the scree test (see Appendix 15 for detail). 

According to Table 17, safety and quality have two factors to analyze, where IS and 

healthcare excellence have one.  
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Table 17: Extraction of Component Factors Based on Eigenvalues 
 

Total Variance Explained 

  

Component 

Initial Eigenvalues Extraction Sums of Squared Loadings 

  Total 
% of 

Variance 
Cumulative 

% Total 
% of 

Variance Cumulative % 

Patient 
1 8.797 48.870 48.870 8.797 48.870 48.870 

Safety 
2 1.304 7.243 56.113 1.304 7.243 56.113 

  
3 .991 5.507 61.621       

  
4 .923 5.129 66.749       

  
    

      

Quality 
1 10.128 63.302 63.302 10.128 63.302 63.302 

Management 
2 1.115 6.966 70.268 1.115 6.966 70.268 

  
3 .745 4.657 74.925       

  
4 .571 3.569 78.494       

  
    

      

Information 
1 7.681 69.827 69.827 7.681 69.827 69.827 

Security 
2 .639 5.806 75.633       

  
3 .449 4.083 79.716       

  
    

      

Healthcare 
1 3.354 83.853 83.853 3.354 83.853 83.853 

Excellence 
2 .253 6.318 90.171       

  
3 .218 5.457 95.628       

  
    

      

Extraction Method: Principal Component Analysis. 

 

In order to interpret the factors within each construct the factor matrix of 

loadings can be used. The process compares the unrotated and the rotated factor 

matrices looking for the significant loadings and sufficient commonalities. The Factor 

loadings in factor matrices represent the degree of correlation between each 

variable and the factor (Hair, 2009), where the main objective is to associate each 

variable with a single factor as much as possible. 

Tables 18, 19, 20, and 21 show the varimax rotated factor analysis for each 

of the constructs. Each table consists of the variables, the factors extracted, factor 

loadings, eigenvalues, and the variance explained. Details of the factor structure 

including communalities are included in Appendix 3. Communalities can be seen as 

a continuation of factor loadings. In our case, communalities and correlations are 

used to address the convergent validity as evident by the factor loadings. The 

communality column indicates the values are over the accepted value 0.5 (Campbell 

et al., 1963).  
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The Eigenvalues (sum of squared factor loadings) show the relative 

importance of each factor taking the variance associated with the set of variables as 

well as % of the total variance it contributes (Hair, 2009). Table 18 shows the two 

factors and loadings as well as the eigenvalues, and the total variance explained. 

Factor1 named General Patient Safety with a value of 5.915 accounts for most of 

the variance (32.86%). Similarly factor 2, Unit patient Safety has an eigenvalue of 

4.19 and accounts for 23.25% of the total variance.    

The factor loading patterns give us an idea of the overall factors associated 

with the constructs.  Depending on the set value of the loading factor, certain entries 

can be excluded or hidden. So items with loadings of .40 and above are kept and 

below .40 are suppressed in the model (see Appendix 3 for all the loadings for each 

construct).  The variables are also sorted based on the highest loading value for 

each factor. The communalities indicate the amount of variance in a particular 

variable is accounted for by the factors. For example for quality construct in 

Appendix 3, V27 has a communality of .757 which indicates it has more in common 

with the other variables included than V24 with a communality value of .427. 

The patient safety construct has some variables (V5, V15, V14, V9, V19, and 

V8) that cross load on both factors of general and unit patient safety. For these 

variables the possible solutions include ignoring the cross-loading, deleting the 

variables, using another rotation technique or decreasing the number of factors. 

Using an oblique rotation such as promax instead of orthogonal varimax would 

eliminate this issue without changing the factor structure. Looking at the variables, 

the effect would be insignificant. Similarly in quality construct V23 cross-loads onto 

both factors. Promax rotation removes the cross-loading without changing the factor 

structure as well.  

the probability of correctly rejecting the null 

hypothesis when it is false; that is , correctly finding a hypothesized relationship 

when it exists Hair (2009). He indicates to obtain a power level of 80 percent at a 

.05 significance level with 350 observations, a factor loading of .30 is required. He 

also suggests that practical significance of the decision to include variables is 

important. Loadings of .50 or greater are of great significance compared to those at 

0.30.  
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Compared to Table 17 unrotated model, 

total amount of variance extracted. The variance is redistributed so that the factor 

loading pattern and the percentage of variance for each of the factors are slightly 

different and evenly distributed. Checking Table 18, General Patient Safety now has 

a 5.915 eigenvalue a reduction from the previous 8.797, explaining 32.86% instead 

of 48.870% of total variance. Other factors also change accordingly as shown. 

   

Table 18: Patient Safety Factor Analysis Results 

    Factor Eigen- Variance  

     Loading  Value Explained 

F1  - General Patient Safety 5.915 32.86 
 My suggestions about safety would be acted upon if I expressed them to 

management .80 
  

 
Briefings regarding patient safety  are common here .75 

  

 
The senior leaders in my hospital listen to me and care about  my concerns                 .71 

  

 
I receive appropriate feedback about my performance .71 

  

 
Management is driving us to be a safety-centered institution .70 

  

 
 .69 

  

 The physician and nurse leaders in my area listen to me and care about my 
concerns .65 

  

 
This institution is doing more for patient safety now, than it did one year ago .62 

  

 
I am satisfied with the availability of clinical leadership .60 

  

 
Management does not knowingly compromise safety concerns for productivity .59 

  

 
 .55 

  

  
I know the proper channels to direct questions regarding patient safety .52 

  

F2  - Unit Safety 4.19 23.25 
 

The culture of this clinical area makes it easy to learn from the mistakes of others .79 
  

 
Briefing personnel before the start of a shift is an important part of patient safety .75 

  

 
Patient safety is a priority in this clinical area .67 

  

 
Medical errors are handled appropriately in this clinical area .61 

  

 I am encouraged by my colleagues to report any patient safety concerns I may 
have .58 

  

  
The personnel would not mind taking additional responsibility for patient safety .57 
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Table 19: Quality Management Factor Analysis Results 

    Factor Eigenvalue Variance  

     Loading   Explained 

F1  - KAIZEN (Continous Quality Improvement) 
 

7.59 47.41 
 

Proper infrastructure is provided for quality service .83 
  

 
Services are improved based on the findings .81 

  

 
Services are delivered according to plans .81 

  

 
Proper working conditions are provided for quality service .81 

  

 
Management is able to plan for future  and take the proper actions .79 

  

 
Services and procedures are provided in coordination .78 

  

 
Services provided are evaluated .77 

  

 
Experienced staff exists for a quality service .74 

  

 
Services provided are sufficient .73 

  

 Management provides the settings for  authorithy, responsibility, and 
communication .72 

  

 
Outcomes are controlled and analyzed .71 

  

 
Management fulfills their responsibilities .60 

  

 
Management is patient centric .55 

  

F2  - General Quality Requirements 3.66 22.86 
  

Appropriate records are maintained properly for our services .88 
  

  
Definitions for care services are documented .82 

  

  
Quality requirements are determined towards  our services .78 

    

 

 

Table 20: Information Security Factor Analysis Results 

    Factor  Eigenvalue Variance  

    Loading   Explained 

F1  - Information Security 
 

7.68 69.83 
 

IS related incidents are handled according to the specific...... .87 
  

 
Communications and operations mgmt. related proced...well defined .87 

  

 
Physical and environmental security measures of the IS are in place .86 

  

 
Access control policy ensures auth. access and prevents unauth..  .85 

  

 
In our institution, organization of IS  is coordinated and ..  handled .85 

  

 
IT acquisitions, development, and maint. .handled according.. policies .84 

  

 
IT security policies comply according to the standards and legal reqmt.. .84 

  

 
In our institution Inventory, ownership,... use of assets are managed ... .83 

  

 
Business continuity plans are developed and.. to avoid interruptions.... .82 

  

 
Personnel fulfill their responsibilities according to the IS policies... .81 

  

  
In our institution, work is handled.. to a documented uptodate IS policy .78 
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Table 21: Healthcare Excellence Factor Analysis Results 

    Factor Eigenvalue Variance  

    Loading   Explained 

F1  - Healthcare Excellence 
 

3.35 83.85 
 

In our institution, a complete patient safety is provided .92 
  

 
In our institution, health care quality is ensured .91 

  

 
 .91 

  

  
In our institution, quality service is provided .91 

    

 

 

The reliability of a study tells us that the results are repeatable so that others 

can test them and verify the acceptance of the hypothesis based on the statistically 

significant results. Cronbach alpha values are used for each construct to determine 

the reliability based on internal consistency. Reliability has to do with the extent to 

which measurements are repeatable when conducted on various occasions by 

different researchers (Nunally and Bernstein, 1978). In addition, correlations among 

each construct is also provided and reliability testing has been done for the sample 

using Cronbach alpha value. Overall internal consistency and the reliability of all the 

items on the questionnaire taken as a whole is represented by the Cronbach alpha 

value of .979 indicating a very high level.  

The final factor structure is shown in Table 22 including the reliability analysis 

of the solution as presented in terms of Cronbach alpha covering each dimension, 

with values all exceeding 0.8. Higher values of alpha indicate higher reliability. For 

the reliability, though Cronbach alphas of .70 - .80 are acceptable, in top educational 

journals a value above .80 is used (Nunally and Bernstein, 1978; Osborne et al., 

2001).  

Examining the factor correlation matrix gives us some information regarding 

discriminant validity. Factor 3 is highly correlated with factors 1, 5, and 6. In addition 

factor 5 is with factor 6. This indicates majority of variance is being shared. However 

the factors are from theoretical perspective separate. 
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Table 22: Descriptive Statistics and Factor Correlations 
 

Variables   1 2 3 4 5 6 

1. General Patient Safety 1   

2. Unit Patient Safety 0.735* 1   

3. KAIZEN 0.763* 0.674* 1 

4. General Quality  0.568* 0.668* 0.701* 1 

Requirement   

5. Information Security 0.710* 0.638* 0.848* 0.721* 1 

6. Healthcare Excellence 0.713* 0.641* 0.801* 0.658* 0.803* 1 

Means 3.455 4.036 3.663 4.047 3.800 3.776 

Standard Deviation 0.27 0.19 0.13 0 0.05 0 

Cronbach's Alpha 0.923 0.818 0.959 0.876 0.957 0.936 

*. Correlation is significant at the 0.01 level (2-tailed) 

**. p value is significant at 0.01 level 

 

 

The second phase of the study involved predicting the Healthcare Excellence 

dependent variable using the independent variables (IV) of General Patient Safety, 

Unit Patient Safety, General Quality Requirements, Kaizen, and Information 

Security. In order to proceed with the multiple-regression certain requirements 

needed to be established.  

According to (Osborne and Waters, 2002), in order to proceed with a multiple 

regression study; (1) Variables need to be normally distributed. (2) A linear 

relationship between IVs and DV should exist. (3) Variables should be measured 

reliably. (4)  Homoscedasticity, the variance of errors being the same across all 

levels of the IV, needs to be confirmed. In addition, multiple independent variables 

are needed for the multiple-regression. Multicollinearity is also another factor that 

needs to be analyzed. It is the situation where the correlations among IVs are very 

strong and the standard errors are incorrectly inflated causing statistical 

insignificance of variables when they should be significant.  
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In our case, P-P plots and histograms are used to determine the normality 

aspect of the data, along with the scatter plots indicating the linear relationship 

among variables (see Appendix 16, 17, 18). Figure 44 shows the plot for Information 

security and healthcare excellence indicating a linear relationship.  

 

Figure 44: Scatter Plot -Linearity for Regression 

 

 The Homoscedasticity assumption is confirmed checking at the plot of the 

standardized residuals as shown in Figure 45.  The figure might present a very little 

bit of heteroscedasticity, but slight heteroscedasticity has little effect on significance 

tests and is not an issue (Berry and Feldman, 1985; Tabachnick and Fidell, 2001).

 

Figure 45: Plot of the Standardized Residuals 
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The Pearson correlations of the independent variables also indicate 

multicollinearity is not an issue as the absolute values are all less than 0.8 (see 

Appendix 21). The VIF values in Table 26 are also a good indicator of the 

nonexistence of multicollinearity. 

Table 23 shows the model summary done using a stepwise method which 

indicates the value of R, the multiple correlation coefficient, as .877 a good level of 

prediction for Healthcare Excellence.  The coefficient of determination, R2 is the 

proportion of variance in the dependent variable Healthcare Excellence that can be 

explained by the independent variables. Here a value of .769 indicates that the 

independent variables together explain 77% of the variability of the dependent 

variable Healthcare Excellence. This is an overall measure of the strength of 

association and does not reflect the extent to which any particular independent 

variable is associated with the dependent variable (Nardi, 2006).  

 

Table 23: Multiple Regression Model Summary 
 

    R 
R² 

B SE  t 

0.877 0.769 

KAIZEN 0.365 0.58 0.353* 6.25 

Information Security 0.331 0.061 0.319* 5.436 
General Patient 
Safety 0.19 0.042 0.187* 4.495 

General Quality 0.184 0.049 0.18* 3.754 

Requirement 

Unit Patient       0.135 0.042 0.1328 3.246 

Statistical significance : p<0.001 

 

 

The detail model in Table 24 indicates values get better as each IV is added. 

All the IV are part of the model and none of them are excluded. Durbin Watson 

value informs us about whether the assumption of independent errors is tenable. A 

value closer to 2 is better, as Field (2013) suggests that values less than 1 or 

greater than 3 are cause for concern. In our case the value of 2.085 is acceptable. 
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Table 24: Detailed Model Summary for Multiple Regression 
 

Model Summaryf 

Model R R Square 
Adjusted R 

Square 
Std. Error of 
the Estimate Durbin-Watson 

1 .818a .670 .668 .58808547   

2 .844b .713 .711 .54945799   

3 .865c .749 .746 .51479418   

4 .871d .759 .756 .50474701   

5 .877e .769 .764 .49580406 2.085 

a. Predictors: (Constant), ISMS       
b. Predictors: (Constant), ISMS, Kaizen 
c. Predictors: (Constant), ISMS, Kaizen, GeneralQR 
d. Predictors: (Constant), ISMS, Kaizen, GeneralQR, GeneralPS 
e. Predictors: (Constant), ISMS, Kaizen, GeneralQR, GeneralPS, UnitPS 

f. Dependent Variable: HCExcellence 

 

 

The F-ratio in the ANOVA as shown in Table 25 tests whether the overall 

regression model is a good fit for the data or not. According to the model, the IVs;  

(constant), ISMS-Information security, Kaizen, GeneralQR-General quality 

requirements, GeneralPS-General patient safety, UnitPS-Unit patient safety, 

statistically significantly predict the dependent variable of HCExcellence-Healthcare 

Excellence therefore it is a good fit of the data. All five variables added statistically 

significantly to the prediction. 
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Table 25: ANOVA for the Multiple-Regression 
 

ANOVAf 

Model 
Sum of 

Squares df 
Mean 

Square F Sig. 
1 Regression 185.842 1 185.842 537.356 .000a 

Residual 91.649 265 .346     

Total 277.490 266       

2 Regression 197.788 2 98.894 327.567 .000b 

Residual 79.703 264 .302 
    

Total 277.490 266       

3 Regression 207.792 3 69.264 261.361 .000c 

Residual 69.698 263 .265     

Total 277.490 266       

4 Regression 210.741 4 52.685 206.796 .000d 

Residual 66.750 262 .255     

Total 277.490 266 
      

5 Regression 213.331 5 42.666 173.566 .000e 

Residual 64.159 261 .246     

Total 277.490 266       

a. Predictors: (Constant), 
ISMS      
b. Predictors: (Constant), ISMS, Kaizen 
c. Predictors: (Constant), ISMS, Kaizen, GeneralQR 
d. Predictors: (Constant), ISMS, Kaizen, GeneralQR, GeneralPS 

e. Predictors: (Constant), ISMS, Kaizen, GeneralQR, GeneralPS, UnitPS 
f. Dependent Variable: HCExcellence 

 

 

Table 26 shows unstandardized coefficients, standardized coefficients, 

significance and the collinearity statistics. According to the coefficients table, all 

independent variable coefficients are statistically significantly different from 0 (zero) 

in model 5. The coefficients (standardized or unstandardized) tell us the weight and 

the direction (positive or inverse) of the relationship of each IV with DP. The 

standardized coefficients (beta) compared to unstandardized are better as values 

are measured in standard deviation units. Therefore regardless of the different unit 

measures they can provide better insight to the model. The VIF values are less than 

5 and the Tolerance values are over .20 indicating multicollinearity does not exist. 

Condition index of 4.507 shown in Table 27 also indicates multicollinearity is not an 

issue and that it is a good fit as it is much less than the accepted value of 30. 

( ).  
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The regression model can be expressed as;  

Healthcare Excellence = .319xISMS + .353*Kaizen + .180*GeneralQR + 

.187*GeneralPS + .132*UnitPS 

The model indicates information and quality have more effect in predicting 

healthcare excellence. 

 

Table 26: Coefficients - Multiple-Regression 
 

Coefficientsa 

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. 

Collinearity Statistics 

B Std. Error Beta Tolerance VIF 
1 (Constant) -.042 .036   -1.177 .240     

ISMS .847 .037 .818 23.181 .000 1.000 1.000 

2 (Constant) -.048 .034 
  

-1.413 .159 
    

ISMS .638 .048 .616 13.379 .000 .513 1.950 

Kaizen .300 .048 .290 6.290 .000 .513 1.950 

3 (Constant) -.048 .032   -1.533 .127     

ISMS .372 .062 .359 5.974 .000 .264 3.783 

Kaizen .488 .054 .472 9.013 .000 .349 2.869 

GeneralQR .270 .044 .265 6.144 .000 .515 1.941 

4 (Constant) -.049 .031 
  

-1.601 .111 
    

ISMS .336 .062 .324 5.419 .000 .257 3.898 

Kaizen .435 .055 .421 7.868 .000 .321 3.114 

GeneralQR .263 .043 .257 6.087 .000 .514 1.946 

GeneralPS .134 .039 .131 3.402 .001 .617 1.621 
5 (Constant) -.051 .030   -1.694 .091     

ISMS .331 .061 .319 5.436 .000 .256 3.900 

Kaizen .365 .058 .353 6.250 .000 .278 3.603 

GeneralQR .184 .049 .180 3.754 .000 .386 2.589 

GeneralPS .190 .042 .187 4.495 .000 .512 1.954 

UnitPS .135 .042 .132 3.246 .001 .532 1.879 

a. Dependent Variable: HCExcellence 
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Table 27: Collinearity Diagnostics for Multiple Regression 
 

Collinearity Diagnosticsa 

Model Dimension Eigenvalue 
Condition 

Index 

Variance Proportions 

Constant ISMS Kaizen GeneralQR GeneralPS UnitPS 
1 1 1.001 1.000 .50 .50         

2 .999 1.001 .50 .50 
        

2 1 1.698 1.000 .00 .15 .15       

2 1.000 1.303 1.00 .00 .00       

3 .302 2.371 .00 .85 .85       

3 1 1.849 1.000 .00 .07 .06 .05     

2 1.023 1.345 .36 .00 .07 .21     

3 .987 1.369 .64 .00 .04 .13     

4 .142 3.614 .00 .93 .82 .61 
    

4 1 2.342 1.000 .00 .04 .04 .02 .07 
  

2 1.053 1.491 .10 .01 .05 .33 .02   

3 .994 1.535 .90 .00 .01 .04 .00   

4 .470 2.232 .00 .07 .12 .00 .90   
5 .141 4.069 .00 .89 .78 .61 .00   

5 1 2.567 1.000 .00 .03 .02 .02 .04 .03 

2 1.323 1.393 .00 .00 .03 .10 .08 .12 

3 1.000 1.602 1.00 .00 .00 .00 .00 .00 

4 .692 1.926 .00 .00 .08 .16 .17 .20 

5 .292 2.966 .00 .29 .02 .03 .64 .49 

6 .126 4.507 .00 .68 .84 .69 .07 .16 

a. Dependent Variable: HCExcellence 
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CONCLUSION 
 

a. Discussion 

 

Regression analysis as expressed in the equation below indicates that there 

is a statistically significant relationship between information security and healthcare 

excellence, which was one of the hypotheses set. Due to the contribution of 

information security as indicated with beta coefficient of .319 predicting the overall 

Healthcare excellence we do not reject the H11a hypothesis. 

Healthcare Excellence = .353*Kaizen + .319*Information Security + 

.187*General Patient Safety + .180*General Quality Requirements + .132*Unit 

Patient Safety 

Similarly the analysis shows that there is a statistically significant relationship 

between general patient safety and healthcare excellence, as well as between unit 

patient safety and healthcare excellence. Thus, we do not reject the H21a and H22a, 

which also show that there is a statistically significant relationship between patient 

safety and healthcare excellence and therefore, we do not reject the H2a hypothesis. 

Furthermore quality is also significant and the analysis shows that there is a 

statistically significant relationship between KAIZEN and healthcare excellence, as 

well as between general quality requirements and healthcare excellence. Thus, we 

do not reject the H31a and H32a, which also show that there is a statistically 

significant relationship between quality and healthcare excellence and therefore we 

do not reject the H3a hypothesis either. 

The interesting outcome of this study, based on the model above is that 

Quality Management with KAIZEN and General Quality Requirements combined 

provides the highest explanation for the variances in Healthcare Excellence with the 

combined beta coefficient being 0.533, followed by Information Security with a beta 

coefficient of 0.319, and by Patient Safety with a total beta coefficient of 0.312 

combined for General Patient Safety and Unit Patient Safety. These results indicate 

all three constructs have meaningful impact on explaining the healthcare excellence. 

The results of the study are consistent with the findings of the previous 

studies taken as references for the scale constructions for each of the 3 dimensions; 

patient safety, information security, and quality management. 

As a result of the analysis, from the patient safety items we ended up 

excluding the variable 18, which was a reverse question. The final dimensions and 
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the results for patient safety comply with and confirm the findings of the previous 

studies (Tutuncu, 2008) done in Turkey. These results also match and confirm the 

findings of the original study of Sexton (Sexton et al., 2006) on which the patient 

safety items were based with the exception of the reverse item 18 being excluded. 

The findings related to the information security dimension provide new 

insight to the studies done previously in this area. Where the previous studies 

(Upfold and Sewry, 2005; Yeniman Yildirim et al., 2011) use ISO/IEC 17999 on a 

detail level of 10 items to find out the information security concerns of SMEs, our 

study approaches the information security issue in healthcare from a top, summary 

level and utilizes the new standard of ISO 27001 with minor changes.   

As far as the quality management section of the study, the results of our 

study showed no differences compared to the previous studies of Tutuncu (Tutuncu, 

2008; Tutuncu et al., 2009; Tutuncu and Erbil, 2006). As the items used on our 

study were based on the quality scale of Tutuncu, the two dimensions discovered 

confirmed the original quality scale of Tutuncu (Tutuncu et al., 2009) as well. 

The important point to keep in mind is that all the three domains of 

information security, patient safety, and quality explain the healthcare excellence 

very well. For future work, if and when a scale for healthcare excellence is 

considered, these three dimensions should be considered and taken together. They 

should be made part of the new scale due to their high beta coefficients of the final 

regression model discovered in this study explaining the healthcare excellence. 

   

b. Implications 

 

The healthcare environment is a complex system highly interdependent on 

other systems but especially on technology and the people that exist within this 

system. As technology advances rapidly it is not easy to stay up-to-date and utilize 

the full benefits. Information part of a technological platform is a vital asset that 

knows no boundaries if not managed properly, and brings security issues for the 

most sensitive private data. Confidentiality, integrity and availability of data are 

concern for most people. Healthcare similar to financial sector is among the few 

institutions where protection of information is very crucial and most of the time is 

regulated by governmental policies in the developed countries. Information security 

is a crucial factor for a healthcare system running in harmony and providing 

excellent healthcare services.  
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Due to the complex nature of healthcare, the system is 

prone to errors, failures, and accidents affected by a variety of internal and external 

factors such as environment, technology, humans, training, organizational, and 

cultural issues. Proper working of the system full of these risks is the ultimate goal. 

So is safety as it is of immense importance especially when human lives are at 

stake. Adverse events causing negative impact on the overall system can be 

minimized making safety as an integral part of the system. Improvements in general 

patient safety as well as safety within departmental units in healthcare institutions 

and reduction of adverse medical events improve the overall system and provide a 

better, excellent healthcare. The degree of patient safety measures taken affects the 

overall healthcare excellence.     

 One of the main goals of the healthcare system is to provide good care and 

services using the available resources effectively and efficiently in order to minimize 

the impact on consumers.  Quality standards can improve the processes, minimizing 

waste, allowing better, efficient, and effective working environments contributing to a 

high quality healthcare. Overall, information security and quality standards, in 

addition to patient safety measures do contribute and affect the overall state of 

healthcare excellence.  

Healthcare organizations in private sector can utilize standards, frameworks, 

and methodologies in regards to information security and quality systems along with 

safety measures to improve and enhance the overall quality of care they provide to 

their clients. Obviously existence of standards, policies and regulations differ from 

country to country as well as their consequences. Still following and implementing 

best practices in regards to information security, quality, and patient safety provide a 

competitive edge as well as satisfaction to consumers for the care services they 

receive.  

As our study indicates, quality and information security, along with safety 

play crucial roles in healthcare. Information security is a critical issue due to the 

privacy related regulations and the legal and governmental consequences. Security 

breaches in all forms cause big damages to organizations, and the reputation they 

worked so hard for. In addition to the monetary damages, non-monetary damages 

are very difficult to overcome. Management can utilize the safety, security, and 

quality components as the main building blocks of the system in such an integrated 

manner to develop strategic plans that would positively impact the overall healthcare 

excellence. Quality aspect is valued more in the eyes of consumers for any type of 
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product or service. Healthcare is not an exception. Patient safety is a concern most 

people as the consequences of not being healthy is a big concern. In order to 

improve quality of care and provide excellent service all these main building blocks 

need to exist in an integrated framework. 

 

c. Recommendations 

 

The study has a couple of limitations. The first and most important limitation 

is that the research has been carried out in a single hospital in Turkey. Therefore the 

study is limited with certain characteristics of the working environment in Denizli and 

of those people living in Denizli, Turkey. The applicability of the type of questions 

designed in western countries and the cultural differences might be considered as a 

limitation of the study as well. The responses given are probably affected by the 

environment, existing regulations, policies, and culture in Turkey. In addition the 

study references legal actions imposed by governments in other countries when 

there are information security related breaches in healthcare institutions regarding 

private data. There is a major gap between the consequences of these types of 

security incidents in Turkey and other developed countries; especially where 

governmental regulations are imposed and privacy of people are protected to the 

extreme. In general, there is a great benefit of conducting the study in other 

hospitals, in different cities in Turkey as well as in other countries. Comparative 

analysis then can be conducted further findings can be obtained that would assist 

our understanding of these topics and their use in practice. 

Another area the study has limitations is the lack of certain statistical models 

which need to be pursued regarding this study. Especially the statistical technique of 

Structural Equation Modeling (SEM) along with Confirmatory Factor Analysis (CFA) 

should be deployed in future research to confirm the factors and design a better 

model of healthcare excellence, as well as to indicate the relationships among 

components. The model then can be compared with the existing theoretical 

frameworks and confirm the results, providing better understanding of the concepts.   
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App. p.1 

APPENDIX 1. Question Forms (English) 
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APPENDIX 2. Question Forms (Turkish)  
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App. p.5 

APPENDIX 3. Varimax Rotated Factor Structure  
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APPENDIX 4. Patient Safety Items Correlation Matrix 
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APPENDIX 5. Patient Safety Items Correlation Matrix V18 excluded 
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APPENDIX 6. Quality Items Correlation Matrix 
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APPENDIX 7. Information Security Items Correlation Matrix 
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APPENDIX 8. Healthcare Excellence Items Correlation Matrix 
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APPENDIX 9. Bartlett Test and Measure of Sampling Adequacy for 
Safety,Quality, Security,Excellence 

 

  



 

App. p.12 

APPENDIX 10. MSA and Partial Correlations for Safety 

Note: Measures of sampling adequacy are on the diagonal, partial correlations are off-diagonal in Anti-image Correlation section 
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APPENDIX 11. MSA and Partial Correlations for Safety - V18 excluded 

Note: Measures of sampling adequacy are on the diagonal, partial correlations are off-diagonal in Anti-image Correlation section 
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APPENDIX 12. MSA and Partial Correlations for Quality 

Note: Measures of sampling adequacy are on the diagonal, partial correlations are off-diagonal in Anti-image Correlation section 

 



 

App. p.15 

APPENDIX 13. MSA and Partial Correlations for Information Security 

Note: Measures of sampling adequacy are on the diagonal, partial correlations are off-diagonal in Anti-image Correlation section 
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APPENDIX 14. MSA and Partial Correlations for Healthcare Excellence 

Note: Measures of sampling adequacy are on the diagonal, partial correlations are off-diagonal in Anti-image Correlation section 
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APPENDIX 15. Scree Plots  
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APPENDIX 16. Scatter/Dot Chart for Healthcare Excellence Dependent Variable 
and Other Independent Variables;  

 

  



 

App. p.19 

APPENDIX 17. P-P Plots for Healthcare Excellence Dependent Variable and 
Other Independent Variables;  

 

 

  



 

App. p.20 

APPENDIX 18. Normal Distribution Graph - Histogram for Healthcare Excellence 
Dependent Variable and Other Independent Variables;  
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APPENDIX 19. V52/Gender --  V54/Job Position --  V51 > Recoded into Age  

 

 

 

  



 

App. p.22 

APPENDIX 20. V53, Recoded into Education -- V55, Recoded into Years Worked 
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APPENDIX 21. Pearson Correlations for Regression Variables 

 

Correlations 

  
HCExcellence GeneralPS UnitPS Kaizen GeneralQR ISMS 

Pearson 
Correlation 

HCExcellence 1.000 .602 .468 .720 .436 .818 

GeneralPS .602 1.000 -.002 .574 .182 .564 

UnitPS .468 -.002 1.000 .288 .521 .442 

Kaizen .720 .574 .288 1.000 -.010 .698 

GeneralQR .436 .182 .521 -.010 1.000 .492 

ISMS .818 .564 .442 .698 .492 1.000 

Sig. (1-
tailed) 

HCExcellence . .000 .000 .000 .000 .000 

GeneralPS .000 . .489 .000 .001 .000 

UnitPS .000 .489 . .000 .000 .000 

Kaizen .000 .000 .000 . .437 .000 

GeneralQR .000 .001 .000 .437 . .000 

ISMS .000 .000 .000 .000 .000 . 

N HCExcellence 267 267 267 267 267 267 

GeneralPS 267 267 267 267 267 267 

UnitPS 267 267 267 267 267 267 

Kaizen 267 267 267 267 267 267 

GeneralQR 267 267 267 267 267 267 

ISMS 267 267 267 267 267 267 

 


