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POSITIONING OF RADIO SOURCES VIA ESTIMATION OF DIRECTION
OF ARRIVAL

ABSTRACT

Positioning of a radio source is the estimation of location of the radio source in
three dimensional (3-D) space with respect to a reference point. A system, based
on positioning of radio sources can be used for pedestrian or vehicle tracking and
navigation. The direction of arrival estimation of a signal emitted by a radio source
can be used to estimate the location of the radio source. An antenna array system
enables the direction of arrival estimation with proper array signal processing methods.
The multiple signal classification (MUSIC) algorithm has been the most widely used
method that estimates the direction of arrival of a signal received by a uniform linear
array antenna system. The estimation of the azimuth and the elevation angles of a
signal can be used to determine the position of the signal source in 3-D space with
respect to the spherical coordinate system. The main goal of this study is to design an
active system that simultaneously determines the position of multiple radio sources via
the estimation of direction of arrival. A Matlab™ based simulation software has been

developed to examine performance of the active radio source positioning system.

Keywords: Radio sources, positioning, direction of arrival estimation, multiple signal

classification algorithm, antenna array systems
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GELIS YONU KESTIRIMI ILE RADYO KAYNAKLARININ KONUMUNUN
BELIRLENMESI

0z

Radyo kaynaklarinin konumlandirilmast konumu bilinmeyen radyo kaynaklarinin
bir referans noktasina gore ii¢ boyutlu uzayda konumunun kestirilmesidir. Radyo
kaynaklarinin konumunun belirlenmesine dayali bir sistem yaya veya arag takibi ve
navigasyonu i¢in kullanilabilir. Radyo kaynaklarindan yayilan sinyallerin gelis
yoniiniin kestirilmesi radyo kaynaginin konumunun kestirilmesinde kullanilabilir.
Anten dizi sistemi uygun dizi sinyal isleme yOntemleri ile gelis yOniiniin
kesitirilmesini miimkiin kilmaktadir. Diizgiin dagilimli dogrusal anten dizileri ile
sinyalin gelis yoniiniin kestirimini yapan ¢oklu sinyal siniflandirma algoritmasi en
yaygin kullanilan yontemdir.  Sinyal kaynafinin azimut ve yiikselti acilarinin
kestirilmesi ii¢ boyutlu uzayda kiiresel koordinatlara gore konumunun belirlenmesi
icin kullanilabilir. Bu c¢alismanin temel amaci gelis yonii kestirimi ile ¢oklu radyo
kaynaklariin es zamanli konumlandirmasini yapan aktif sistemin tasarimidir. Radyo
kaynaklar1 konumlandirma aktif sisteminin performasinin incelenebilmesi igin

Matlab™ tabanl benzetim programi gelistirilmistir.

Anahtar kelimeler: Radyo kaynaklari, konumlandirma, gelis yonii kestirimi, ¢oklu

sinyal siniflandirma algoritmasi, anten dizi sistemleri



CONTENTS

Page

THESIS EXAMINATION RESULT FORML........ccouuiiiiiiiiiiiiiinniiiie e ii
ACKNOWLEDGEMENTS/......ccoiiiiiiiiiiiiiiiiie e iii
ABSTRACT. ... e e iv
........................................................................................................... v
ILIST OF FIGURESI.......ooiiiiiiiiiii e ix
LIST OF TABLES].... .ottt X
CHAPTER ONE — INTRODUCTION . .ccetttecncerecrrecacasessosscssesssscscassssssssacsnses 1
[CHAPTER TWO - QUADRATURE AMPLITUDE MODULATION.......ccce00eteneenes 7
2.1 Amplitude Modulation]..............ceeeeiiiiiiiiiiniiiiiineiii e 7
2.1.1 Double-Sideband AM]...........ccccooiiiiiiiiiiiiiiiiineeeececeii, 7
12.1.2 Demodulation of DSB Amplitude Modulation|.................ccc.ceeeenan... 8

2.2 Quadrature Amplitude Modulation|...............ccoeeeiiiiiiniiiiniinin e, 10
[2.2.1 Demodulation of QAM)|..........coiiiiiiiiiiiiiieieeie e 11
[CHAPTER THREE - DIRECTION OF ARRIVAL ESTIMATION|......cccccvueereneenee 14
13.1 Model of Array ObServation|...............eeeeuuuieeiiineiiiineeiiineeeiie e 15
[3.1.1 Uniform Linear Array SyStem].........cccceeeuuviiuiiiiiniiiiniiiiniiineeiinen. 16

13.2 Amplitude Modulated Signal Received by ULA|...........cccoooooiiiiiinni. 17
13.3 Multiple Signal Classification]...............eveeiiiiiiiiiiiiiiiiiiiiine e 19
[CHAPTER FOUR — POSITION ESTIMATION......ccccetuueetenecrenscrsncssensssanssssnssses 23
4.1 Coordinate Systems and Transformations|...................ccooeiiiiinin. 23
[4.1.1 Coordinate SYSIEIMS|.......uuueiiiineiiiieeiiiieeeiie et et e e e e e 23

4.1.2 Affine Transformation).............c.cceveiiiiiiiiniiiiiiin e, 24
4.1.2.1 Translation]..........oeeuiiiiiiiiiiiiii e 25

vi



4.1.2.2 ROTATION| ettt ettt ettt eaes 26

4.1.2.3 Combination of Rotation and Translation Matrix........................ 29

4.2 POSIHONING|....ceeuiiiiiiiiiiiii et 30
14.2.1 Positioning via Direction of Arrivall............c.oooooiiiiiiiiniiinn... 32
[CHAPTER FIVE - HARDWARE DESIGN .....cceucittuiiruniirenicrenicrsnicrsecrsnscrssncees 36
15.1 Inset Fed Microstrip Patch Antenna Design|...........c.ccoeeeviiiiiiiiiniiiiinnci. 38
15.1.1 2.41 GHz Inset Fed Microstrip Patch Antenna Design|...................... 40
15.1.2 Inset-Fed Microstrip Patch Antenna Array|.........c...cceveevineeinneennneene. 48

15.2 Chebyshev Bandpass Filter Design|..............cccuiviiiiiiniiiiiiniiiiiineiiiineee, 51
15.3 RF Driver Amplifier Design|.........ccccuuviiiiiiiiiiiiiniiiiiineiiine e 53
15.3.1 RF Driver Amplifier with Bandpass Filter|............................ 54

15.4 Low Noise Amplifier Design].............oveiiiiiiiiiiiiniiiiiniiiiiniciiine e 56
15.4.1 Low Noise Amplifier with Bandpass Filter |...............ccccooceiiniiinnn... 58
[CHAPTER SIX - SIMULATIONS AND PERFORMANCE ASSESSMENT............. 60
6.1 Trajectory Tracking]...........ooeeeuuiiiiiiiiiiiiiiiieii e 65
CHAPTER SEVEN — CONCLUSION|....cuttttuttnratrncacrecasaceecassecesassncassecasassnees 68
REFERENCESL...ccctutttttiiitiiuitiiaiieteitettitantecestecescastcassssssssssscassssssssssssassssans 70

vii



LIST OF FIGURES

Page
[Figure 1.1 Conceptual design of radio source positioning|................cceuuueeernnnn.. 4
[Figure 1.2 Block diagram of positioning SySteml..............cceeuuureeirinneeerinneennnnnn. 5
[Figure 2.1 Block diagram of DSB AM modulator].............c...cccoeviiniiiniinnneene. 7
[Figure 2.2 DSB AM signal in the time domain.............c.ecovuviiiiiniiiiineeennnnn.. 8
[Figure 2.3 Frequency spectrum of DSB AM signall...........ccccooeeeiiiiiiiinniinnnn... 9
[Figure 2.4 Block diagram of DSB AM demodulator|.................ccoooociiiinn.n. 9
[Figure 2.5 Quadrature amplitude modulation and demodulation,....................... 11
[Figure 2.6 QAM signal in the time domain|...............ccciiiiiiiiiiiiiniii. 12
[Figure 3.1 The DoA estimation problemy|.................cceuuiiiiiiiiniiiiiniiiiiieeenianne. 14
[Figure 3.2 Array SyStem SEOMEIIY|.......uveruuiiriniiiiniiiieeiieeiie e 15
[Figure 3.3 Uniform Linear Array antenna SyStem|.............ccouuuveeruuneeernunneennnnne. 17
[Figure 3.4 Power spectrum of MUSIC function]................ccoevviiiiiniiiiiiniinnnn... 21
[Figure 3.5 Power spectrum of MUSIC function w.r.t. AM signals|..................... 22
[Figure 4.1 Coordinate system and basis VECIOIS| ...............ceveiiiiiiiiiniiiiiiiiinnnnen. 23
[Figure 4.2 Translation of @ POINtL.............oeiiiiiiiiiiiiiiiiii i 26
[Figure 4.3 Rotation about the X aXes|.........ccuuuuiiiiiiiiiiiiieeiiiieeeiie e 27
[Figure 4.4 Rotation about the y aXes|...........ccuuiiiiiiiiiiiiiiiiiiniineiccieee e, 28
[Figure 4.5 Rotation about the Z aXes|............ccceeeviiiiiiiiiiiiiiiiii 28
[Figure 4.6 Affine transformation and combination of rotation and translation|...... 29
[Figure 4.7 Representation of a point with respect to reference coordinate system|. 31
[Figure 4.8 The positioning of a point represented in spherical coordinate notation| 33
[Figure 5.1 The hardware design of the radio source positioning system............... 37
[Figure 5.2 The inset-fed microstrip patch antenna geometry|.............cc.ceeeeennn... 38
[Figure 5.3 The inset-fed patch antenna ANSYS HESS 3D Modell..................... 41
[Figure 5.4 The minimum VSWR versus inset-fed length|..........................ol 43
[Figure 5.5 The minimum S j; S-parameter versus inset-fed length|..................... 43
[Figure 5.6 The minimum S 1; of the patch antenna versus frequency................... 44

viii



[Figure 5.7 The VSWR of patch antenna versus frequency................cccceeeennnn... 45

[Figure 5.8 The S |; parameter of patch antenna versus frequency]...................... 45
[Figure 5.9 The radiation pattern of the patch antennal..............ccc.cceveiiniinnnnene. 47
[Figure 5.10 The inset-fed micristript patch antenna array|............cc.c.ccooueeeennnn... 49
[Figure 5.11 The radiation pattern of the patch antennal................ccoceeeeevieiinnnn... 50
[Figure 5.12 The S-parameters of the antenna array systeml................cceevuueeennnnn.. 51
[Figure 5.13 The 3" order Chebyshev bandpass filter].....................c.ccoeeveenenn.n, 51
[Figure 5.14 The frequency response of the Chebyshev bandpass filter|................. 52
[Figure 5.15 The schematic of the RF driver amplifier design |..............ccc....ccouen.e. 53
[Figure 5.16 The S-parameters of the RF driver amplifier]...........c....cccoocoiniinn. 54
[Figure 5.17 The GP, GA and GT of the amplifier w.r.t. frequency....................... 55
[Figure 5.18 The frequency response of the RF driver amplifier with bandpass filter| 55
[Figure 5.19 The GP, GA and GT of the combined system|................cceeeerrriunnnn.n. 56
[Figure 5.20 The schematic of the low noise amplifier design|............c....c...ccouneeee. 57
[Figure 5.21 The frequency response of the low noise amplifier|........................... 57
[Figure 5.22 The GP, GA and GT of the low noise amplifier]|...............cccc..eceeuen... 58
[Figure 5.23 The frequency response of the low noise amplifier with bandpass filter| 59
[Figure 5.24 The GP, GA and GT of the combined system|...................cccoouiunnn.e. 59
[Figure 6.1 The position estimation error versus SNR|.........c.....ccooiiiiiiiniinn... 61
[Figure 6.2 The position estimation error versus SNR|.........c.....ccooiiiiiiniinn... 62
[Figure 6.3 The position estimation error versus carrier frequencyl...................... 64
[Figure 6.4 The trajectory tracking with positioning system|...............cccc.cceeuen... 65
[Figure 6.5 The trajectory tracking with positioning system|...............cccccceceeuen... 67

X



LIST OF TABLES

Page
[Table 5.1 The basic parameters of patch antenna design|.................cco.eeeennnn... 41
[Table 5.2  The basic antenna parameters obtained by HFSS|............................. 45
[Table 5.3 The electrical properties of the inset-fed patch antennal..................... 46
[Table 5.4 The electrical properties of the patch antenna array|.......................... 48
[Table 5.5 The values of the lumped components of the designed bandpass filter | 52
[Table 6.1 The position estimation error versus SNR|.........c.....ccooiiiiiiiinin... 61
[Table 6.2 The position estimation error versus signal to noise ratio.................. 62
[Table 6.3 The position estimation error versus carrier frequency|...................... 64
[Table 6.4 The trajectory tracking with positioning system|...............ccccc.eceeuen... 66
[Table 6.5 The trajectory tracking with positioning system|...............c....cceeuen... 67




CHAPTER ONE
INTRODUCTION

Positioning of a radio source is estimation of location of the radio source in three
dimensional (3-D) space with respect to a reference point. A system, based on
positioning of radio sources can be used for pedestrian or vehicle tracking and
navigation. Time of Flight (ToF) / Time of Arrival (ToA), Time Difference of Arrival
(TDoA) and Received Signal Strength Indication (RSSI) are available methods and
techniques that enable positioning. The ToF/ToA measures time of flight of a signal
that travels from signal source (transmitter) to receiver. Relation between speed of
signal and ToF can be used to calculate the distance between transmitter and receiver
on ToF/ToA based positioning systems (Lanzisera et al., 2011). The TDoA describes
time differences of arrival of signals emitted from different transmitters. The
measured TDoA from two transmitters defines a hyperbolic curve and intersection of
curves gives location of receiver or navigator (Gustafsson & Gunnarsson, 2003). The
RSSI estimates distances between transmitter and receivers using received signal
strength. The estimated distances are used with trilateration algorithm to calculate the
position of transmitters (Oguejiofor et al., 2013). There are a few existing systems
providing positioning such as Global Positioning System (GPS) and Long Range
Navigation (LORAN) system.

The GPS is a satellite based navigation system that can be used to locate positions.
The GPS satellites, which are equipped with atomic clocks, transmits radio signals
that contain their exact location, time and other information. The receiver uses ToF or
ToA to calculate distance from each satellite and uses trilateration method to
determine position. The system needs at least four or more satellites to calculate the
accurate 3-D position (Zarchan, 1996). Although it is possible to locate positions with
sub-centimeter accuracy in GPS, the information is scrambled so that it provides 3

meters accuracy for commercial applications.

LORAN is a pulsed medium-frequency long-range hyperbolic navigation system

and is based on time difference of arrival (TDoA). LORAN system is developed in



World War 11 for navigating ships and aircrafts. A pair of LORAN transmitters emit a
pulse simultaneously. The navigator uses TDoA of received pulses to calculate
differences between the distances traveled by the pulses. Intersections represent a pair
of measured time differences and define a point that is the location of navigator. In
LORAN, each TDoA value is measured with accuracy of about 100 nanoseconds
which corresponds to about 30 meters accuracy for localization. LORAN needs at

least four stations and their position information to determine position in 2-D.

Positioning systems can be separated into two groups; passive and active systems.
In passive positioning systems, mobile receiver uses signals which are emitted from
stationary transmitters and their location information to calculate its position.
Inversely, the receivers are mobile and the transmitters are stationary in active
systems. The stationary receivers calculate position of mobile transmitters using
signals emitted by transmitter. The active systems are inefficient when very large
distances are measured. Because, the mobile transmitters need more power to reach
signals to stationary receivers. In this sense, GPS and LORAN are passive systems.
However, they are inefficient for short ranged accurate positioning due to extremely

precious timing requirements.

Another method that can be used for estimating the location of a radio source is
Direction of Arrival (DoA) estimation. This technique consists of estimating angle of
arrival of a signal radiated by the source using antenna. The DoA estimations and
triangulation method can be used together to determine position of a signal source.
Accurate estimation of signal DoA is important in communication and radar systems
including sonar, radio astronomy, seismology, navigation and surveillance systems
(Hwang et al., 2008; [Evans et al., [1982). Use of a single antenna to estimate signal
DoA restricts performance and accuracy of estimation, since antenna main lobe and
beamwidth are inversely proportional to antenna physical size. Instead of using a
single antenna, utilization of an antenna array and efficient signal processing methods

increase performance and accuracy of DoA estimation (Lee et al., 2005).



Antenna array systems are formed by antennas distributed in space. They are
widely used in communication and radar systems to enable manipulation of received
signals for enhancement and parameter estimation (Godara, |1997a). They help to
reduce cochannel interference, system complexity and cost, bit error rate and outage
probability by using array processing methods such as conventional, null-steering,
adaptive beam forming (Rappaport, 1991; Godara, 1997b). The received data at
different antenna elements on array are phase shifted according to signals DoA and
the position of the antenna elements in space and there is one-to-one relationship
between the direction of incoming signal and received signal data on each element.
This relationship is inverted by array signal processing techniques to determine signal
DoA. The DoA can be determined by spectral estimation methods that determine
local maximums which are DoA of signals in spatial spectrum (Johnson, 1982),
Maximum likelihood estimation that maximizes log-likelihood function of received
signal data to determine signal DoA (El-Behery & MacPhie, 1977; Miller &
Fuhrmann, 1990), Estimation of Signal Parameters via Rotational Invariance
Techniques (ESPRIT) algorithm (Roy & Kailath, 1989) and Multiple Signal
Classification (MUSIC) algorithm (Hwang et al., 2008; |Schmidt, [1986; Barabell,
1983).

Multiple Signal Classification (MUSIC) Algorithm has been widely used method
to estimate direction of signals. The MUSIC algorithm provides unbiased estimation
of; the number of the signals, direction of arrival, the polarization of signal, the noise
power and amount of interference (Schmidt, 1986). There are four basic algorithms

based on MUSIC to estimate DoA. These are:

e Spectral MUSIC; is simple and effective eigenstructure based DoA estimation

method. It is a widely studied method and has many variations (Schmidt, |1986).

e Root MUSIC; is only used with uniformly distributed antenna arrays to estimate
DoA. DoA estimation in this case, is based on determination of roots of
polynomials. Root MUSIC algorithm has better performance than Spectral
MUSIC method (Barabell, |[1983).



o Constrained MUSIC; erases components of known signal sources parameters
from data matrix to improve DoA estimation of unknown sources. Then,

updated matrix is used to determine direction of unknown sources (DeGroat
1993).

e Beam-Space MUSIC; applies beam-forming techniques before application of
any of MUSIC algorithms for DoA estimation method. The Beam-Space DoA

estimation advantages are decreasing computational costs, improved resolution,

decreasing sensitivity against system errors (Mayhan & Niro, [1987; [Zoltowski

1993b/a).
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Figure 1.1 Conceptual design of radio source positioning

The main goal of this study is to design a system that simultaneously determines the

position of multiple radio sources, produce and emit quadrature amplitude modulated

(QAM) signals (William & Lajos, |1994), in three dimensional space via estimation of

direction of arrival. For this purpose, the spectral MUSIC algorithm has been used with
Uniform Linear Array (ULA) antenna to obtain DoA angles (azimuth and elevation)
to locate the active radio sources in 3-D space. The ULA are formed by antennas
oriented along a line in space with uniform spacing. Two ULA antenna arrays have

been oriented along y and z axis to obtain the azimuth and the elevation angles and
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broadside of ULA antenna arrays are oriented along x axis on a reference or local
node as shown in Figure (1.1). The radio sources have active role during positioning
process. The design of radio sources has been done to lower cost and to decrease
physical size. Hence, the ULA antenna system has been designed using microstrip
patch antennas that receive analog QAM signals. Also, the positioning system overall
cost has been decreased by use of QAM. The rotation and translation properties of the
coordinate transformations have been used to solve the 3-D positioning problem with
obtained azimuth and elevation angles. The positioning problem has been reduced to
solution of a system of linear equations. A Matlab™ based simulation software has

been developed to examine performance of overall system.
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Figure 1.2 Block diagram of positioning system

The block diagram of the radio source positioning system has been shown in

Figure (1.2). Initially, a baseband signal is modulated using analog QAM technique in



radio source whose position to be determined. Then, the modulated signal radiates
and propagates through medium in 3-D space and arrives at antenna array system on
reference node and local nodes. Each antenna element on the array system receives
the impinging signal which is time delayed (or phase shifted) at different antenna
elements related to signal direction of arrival. The received signal is demodulated to
obtain phase shifted baseband signal. To obtain the azimuth and the elevation angles,
the spectral MUSIC algorithm is used. Finally, system of linear equations is solved to

obtain the position of the radio source in 3-D space.



CHAPTER TWO
QUADRATURE AMPLITUDE MODULATION

2.1 Amplitude Modulation

Amplitude Modulation (AM) is a modulation technique used in electronic
communication, most commonly for transmitting information via a radio carrier
wave. The AM works by varying the strength (amplitude) of transmit signal in

relation to the information being sent.

2.1.1 Double-Sideband AM

A Double-Sideband (DSB) AM signal is obtained by multiplying the message
signal m(t) which consists of dc offset with the carrier signal c(¢). Thus, we have the
DSB AM signal,

u(t) = [1+m(1)]c(t) (2.1)

where the message signal is constrained to satisfy the condition that |[m(7)| < 1.

Balanced Modulator

u(t)

Channel

A cos(2mf.t)

Figure 2.1 Block diagram of DSB AM modulator

Suppose that the carrier wave c(¢) is modeled as a sinusoidal wave,

c(t) = Accos(wet + dc), 2.2)
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Figure 2.2 DSB AM signal in the time domain

where A, carrier amplitude, w. angular frequency and ¢, phase of carrier signal. Let

m(t) represent the message signal to be transmitted,
m(t) = Ay, cos(wpmt + ¢py) (2.3)

itis assumed that w,, < w, and that min[m(t)] = —A,,. Amplitude modulation is formed

by product,
u(t)

[1+m(1)]c(t) (2.4)

[1+ A, cos(wpnt+ @pm)]Accos(wet + Pc)

The AM modulation index is the measure of amplitude variation surrounding an
unmodulated carrier. It is defined as h = A,,/A.. We can expand Equation (2.4) and

assume that modulation index is 100% (A. =1 and A4,, = 1):
u(t) = cos(wet + @) + cos(wpt + ¢y cos(wet + @) (2.5)
By using trigonometric identities, we can rewrite Equation (2.5)):
u(t) = cos(wet + o) + %[cos((a)c — Wt + ¢e — dm) + cos((We + W)t + Pe + di)] (2.6)

The modulated signal has three components: a carrier wave and two sinusoidal waves
(known as sidebands), whose frequencies are slightly above and below w.. The

frequency spectrum of AM signal is in Figure (2.3).

2.1.2 Demodulation of DSB Amplitude Modulation

There are two types of DSB AM demodulator, envelope and product detector. The

envelope detector is simplest way which consists of a diode and RC circuit. The



0.5 0.5
0.f5 OTQS OT25 OTQE)
< < & & v
/Q}/@o X® /\9 N ><®
/@o /@C DY QY

Figure 2.3 Frequency spectrum of DSB AM signal

product detector has better quality but has additional circuit complexity. It takes

product of the AM signal and the local oscillator.

Balanced Modulator

u(t)
Lowpass Filter —# m(t)

cos(2m fet)

Figure 2.4 Block diagram of DSB AM demodulator

Let u(r) be AM signal with modulation index is 100% and ¢, , ¢,, are zero:
u(t) = [1+ cos(wy,t)] cos(wet) 2.7

It is assumed that local oscillator is a sinusoidal wave cos(w,t + ¢,) which has same

angular frequency with carrier signal and random phase ¢,. Demodulated signal is:
i(t) = [1 + cos(wt)] cos(wct) cos(wet + @) (2.8)
By using trigonometric identities;

u(t) = [1+cos(wyt)] % [cos(¢,) +cosQCw,t + ¢,)]

= %[cos(@) + cosRwct + @) + cos(wy,t) cos(@,) + cos(wpt) cosRwt + ¢,)]
(2.9)



By filtering out the high frequency components and the DC component, the message
signal is obtained,

m(t) = %cos(qb,) cos(wpt) (2.10)

The message signal is attenuated by the factor cos(¢,). A Phase Locked Loop (PLL)
can be used to eliminate the attenuation factor by removing the phase difference
between local oscillator and received signal. Also, the frequency of the local

oscillator must be same with the frequency of the carrier signal.

2.2 Quadrature Amplitude Modulation

Quadrature Amplitude Modulation is a type of signal multiplexing method, also
known as Quadrature-Carrier Multiplexing. It describes both an analog and a digital
modulation scheme for analog and digital communication systems (John & Masoud,
2002) . It allows to transmit two message signals on the same carrier frequency, using
two quadrature carriers A.cos(2rf.t) and A.sin(2xf.t). Suppose that m(t) and m»(¢)
are two message signals to be transmitted over channel. The signal m(f) modulates
the carrier A.cos(2nf.t) and the signal my(f) modulates the quadrature carrier
Acsin(2n f.t). The two modulated signals are added and transmitted over the channel.

Hence, the transmitted signal is
ugam(t) = Acm(t)cos(2mfot) + Acmo(t) sin(2r f,t) (2.11)

Basically, the two message signals are modulated and transmitted by Double-Sideband
Amplitude Modulation (DSB AM)(William & Lajos, 1994). The QAM modulation
and demodulation scheme is shown on Figure (2.5).

Suppose that message signals m;(f) and my(¢) real and imaginary part of complex
baseband signal,

e/ = cos(wot) + jsin(wot) (2.12)
where wq angular frequency of complex baseband signal. The message signals,
mi(t) = 1+ cos(wot), (2.13)

my(t) = 1+ sin(wot) (2.14)

10
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Figure 2.5 Quadrature amplitude modulation and demodulation scheme

The QAM signal is obtained by inserting (2.13) and (2.14) into (2.11) (assume
Ac=1),

upam(t) = [1+cos(wot)]cos(wct) +[1+sin(wpr)] sin(w, 1) (2.15)
= cos(w.t) + cos(wot) cos(w,t) + sin(w,t) + sin(wgt) sin(w.t) '
Using trigonometric identities, we can simplify (2.15),
upam(t) = cos(wet) + sin(wt) + cos((we — wo)t) (2.16)

2.2.1 Demodulation of QAM

To recover the message signals m () and mo(#) in received QAM signal ugam(1),
the synchronous demodulator is required. That is, the demodulator must use a
coherent phase reference, which is usually generated by means of a Phase-Locked
Loop (PLL) to demodulate the received signal. The general configuration of the QAM
demodulator is shown in Figure (2.5). A PLL is used to generate a phase-coherent
carrier signal. The carrier signal and its quadrature which is 90° phase shifted are
mixed with received signal upam(#) in balanced modulators. The output of the
balanced modulators are passed through a lowpass filter and baseband message

signals m () and my(t) are recovered.
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Figure 2.6 QAM signal construction (a) the carrier modulated m(¢) signal (b) the quadrature carrier

modulated m,(¢) signal and (c) QAM signal in the time domain
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Suppose that the received signal is (2.16). To demodulate the message signal m; (7),

the received signal is mixed with phase-coherent carrier signal cos(w,?),

iy (1) ugam(t) cos(wct)

[cos(w,t) + sin(w,t) + cos((w, — wp)t)] cos(wet) (2.17)

= cos(wt)cos(wct) + sin(w.t) cos(wct) + cos((we — wo)t) cos(w t)

by using trigonometric identities, Equation (2.17) reduces to,

mi(t) = %[1 +cosLwet) + sin((we — we)t) + sin(2wt) + cos(wot) + cos((Rw, — wop)t)]
(2.18)
by filtering out the high frequency and the DC components from (2.18)), the message
signal m(?),

mi(t) = %cos(a)ot) (2.19)

is obtained. To recover message signal my(¢), the received signal is mixed with the

phase-coherent quadrature carrier signal sin(w,f),

mi (1) ugam(t) sin(wet)

[cos(wet) + sin(w,t) + cos((we — wo)t)] sin(w,t) (2.20)

= cos(wct) sin(w,t) + sin(w, 1) sin(w.t) + cos((w. — wp)t) sin(w,t)

by using trigonometric identities, Equation (2.20) reduces to,

() = %[1 —co8Lwet) + sin((we — we)t) + sin(2wt) + sin(wot) + sin((2w, — wop)t)].
(2.21)

By filtering, the message signal m;() is obtained.

my(t) = %sin(a)ot) (2.22)
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CHAPTER THREE
DIRECTION OF ARRIVAL ESTIMATION

The signal processing of adaptive array antennas usually consists of parameter
estimation and adaptive beamforming, both are based on the disposal of data induced
by process of signal spatial sampling. The DoA estimation is a basic component of
array signal processing and important in communication and radar systems including
sonar, radio astronomy, seismology, navigation and surveillance systems. The
received data at different antenna elements on array are phase-shifted according to
signals DoA and the position of the antenna elements in space. There is one-to-one
relationship between the direction of incoming signal and received data on each
element. The relationship is inverted by array signal processing techniques to
determine signal DoA. The DoA can be determined by spectral estimation methods

that determine local maximums in spatial spectrum.

~ Impinging Signals

Array Antenna Elements

Figure 3.1 The DoA estimation problem

The problem set up is shown in Figure (3.1). M different signals are impinging on
a linear, equispaced, antenna array with N elements, each with direction ;. The goal
of DoA estimation is to use the data received at the array to estimate direction of
arrival angles 6;, i = 1,..., M. The estimation is difficult because there are usually an
unknown number of signals impinging on the array simultaneously, each from
unknown directions with unknown amplitudes and the received signals are always

corrupted by noise.

14



3.1 Model of Array Observation

The transmission of signals trough wireless channel is very complex. The
parametric model is obtained through simplifying the waveform transmission. The
receiver characteristics of array element is only related to the location and is
independent of physical size. In far-field conditions, the time delay of signal on each
antenna element is determined by the array geometry and the direction of arrival of

signal.

Figure 3.2 Array system geometry

The input is a plane wave propagating in direction a(¢, §) with angular frequency w.

a is a unit vector that can be expressed as:

—cos¢cosf
a=| —cos¢sind (3.1

—sin¢

Let the received signal by the origin sensor be xo(f) = s(t)e/“’. The array observation
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vector can be written as:
e_jTl

x(1) = xp(t)e’" | (3.2)
e JTN
where 7; = al p;/c is the time delay with respect to i’ sensor corresponding to the time
of arrival at the origin sensor. c is the velocity of propagation in the medium and p; is
sensors located at positions as shown in Figure (3.2)),
Xi
Pi=| y (3.3)
Zi
The wave number k is defined as k = —27a/ A, therefore the Nx1 steering vector can be

expressed as:
e_jkTpl

ak) = : (3.4)

e_.jkTpN

Array signal processing is generally performed in the baseband. The vector (3.2) is
expressed as x(7) = xo(t)a(k). Thus, the Nx1 array observation is composed of complex
expression of baseband signal and the steering vector. Hence, the steering vector is

related to DoA and the array geometry.

3.1.1 Uniform Linear Array System

The Uniform Linear Array (ULA) is formed by antennas oriented along a line in
space with uniform spacing. Let a ULA be composed of N antennas as shown in Figure

(3.3), and let it receive M (M < N) narrowband sources impinging from directions

&1, ...,¢n. The NxM matrix of steering vectors can be written as:
1 1 1
~ dsin(6y) ~ dsin(67) ~dsin(6y)
—jw —jw —jo——
e c e c e c
A(O) = . . . . 3.5)
dsin(67) dsin(6;) dsin(0y)
—jw(N—-1) —jw(N—-1) —jo(N-1)—————
| e C e C N 4
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Figure 3.3 Uniform Linear Array antenna system

Assume that there are K snapshots s(1),s(2),...,s(K) available, so MxK impinging

signals matrix is

[ 5D s .. si(E)
T 6
| sm(1) su(2) ... su(K) |
The NxK array observation matrix is modeled as:
X() = AO)SE) + N(r) 3.7

where N(7) represents the NxK matrix of additive white Gaussian noise.

3.2 Amplitude Modulated Signal Received by ULA

Let impinging signal to the ULA be AM signal y(f) in Equation (2.4) with
modulation index of 100% and ¢., ¢, be equal zero. The received signal by i’

(i=1,2,...,N) array element is defined as:
Y —7;) = [1 +cos(wp(t —7i)]cos(we(t — 17)), (3.8)

where 1; = (i — 1)dsin(6)/c, d is distance between array elements, c is the velocity of

propagation in the medium.
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The demodulation of received signal by i ULA element is:

y(®) Yt =Ti)cos(wel)
= [1+cos(wy(t—T1))]cos(w(t—T1i))cos(wet)
= [l +cos(wn(t—1;))] % [cos(—w,T;) + cosQLw t — w,T;)] (3.9
= l[cos(wcn) +cosQuw.t—T;) + cos(wt — Wy Ti)cos(weT;)+
cos(Wmt — Wy Ti)CoSRw t — wWeT;)]
By filtering out the high frequency components and the DC component, the

demodulated signal is:
- 1
m(t) = Ecos(wmt — Wy Ti)cos(w,.T;), (3.10)

The message signal is attenuated by the factor cos(w.7;) and is time delayed by the

factor w,,,7; . A PLL can be used to eliminate the attenuation factor and we have,
. 1
m(t) = Ecos(wmt — Wy Ti), 3.11)

The NxM matrix of steering vectors is redefined according to AM modulated signal.
The distance between the antenna elements in ULA is d = 4/2 and where the signal

wavelength is 4 = ¢/ f.. The time delay and corresponding phase shift is

27 fn(i— Dsin(0) (i — Dnfiusin(6)

W Ti = 2. Iz (3.12)
where
7, = (i—-1dsin(9)/c (3.13)
= (i—1Dsin(0)/(2fc)
Hence, redefined NxM matrix of steering vectors is
1 1 1
B T fmsin(6r) B T fmsin(62) B T fmsin(Opr)
ek e f e [
AO) =
N=Drfusin@)  (N=Dfusin®@) (V= Dafsin(y)
=J -j =J
e Je e Je e Je
] (3.14)

The redefined matrix of steering vectors is also valid for QAM modulated message

signals. (3.14) is used during investigation of DoA angles by MUSIC algorithm.

18



3.3 Multiple Signal Classification

The MUSIC algorithm depends on the covariance matrix of the array observation
matrix (3.7). The basic assumption of the MUSIC algorithm is that all noise vectors
are orthogonal to the signal steering vectors. Using data model in and assuming
that the received signal waveform is a stationary process, the different signals are
uncorrelated and noise vectors are zero mean, spatially white and statistically

independent of source signals, the observation covariance matrix can be written as:

R = E[XXH]
= E[ASSHAH]+E[NNH] (3.15)

= Ry+old

where Ry = E[ASSYA] NxN signal covariance matrix with rank M, 0',21 noise
variance, I identity matrix, ()" denotes Hermitian transpose and E[.] is the expected
value operator. Therefore it has N — M eigenvectors corresponding to the zero

eigenvalues. Let q,, be such an eigenvector. Therefore,

R, = E[ASS¥AH|q, =0
= E|qllASSfAllg,| = 0 (3.16)
= Afq, = 0

where the final equation is valid since the matrix £ [SSH ] is clearly positive definite.
implies that all N — M eigenvectors (q,,) of Ry corresponding to the zero
eigenvalues are orthogonal to all signal steering vectors. Let Q, be the Nx(N — M)
matrix of these eigenvectors. The MUSIC maximizes the pseudo-spectrum,

1
SN-MIAH@G)g, 2 AH(6)Q,QHA®)

Pyusic(8) = (3.17)

Note that since the eigenvectors composing Q,, are orthogonal to the signal steering
vectors, the denominator becomes zero when 6 is a signal direction. Therefore, the
estimated signal directions are the M largest peaks in the pseudo-spectrum. However,
in any practical situation, the signal covariance matrix Ry is unavailable and must be

estimated from the received signal X. The key is that the eigenvectors of Q,, can be
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estimated using the eigenvectors of R. For any eigenvector q,, € Q,

Rs‘lm = /lqm
= Rqun = Ryqu+ Uzlqm, (3.18)
= (/l + O—z)qm

any eigenvector of Ry is also eigenvector of R with corresponding eigenvalue A+ o>.

Let Ry, = QAQ. Therefore,

R = Q[A+UZI]QH
[ L+02 0 ... 0 0o ... 0|
0 bL+o? ... 0 0 ... 0
(3.19)
= Q 0 0 Ay+o? 0 0 (Q
0 0 0 o2 0
0 0 0 0 o2

Based on this eigendecomposition, the eigenvector matrix Q is separated into a
signal matrix Qg with M columns, corresponding to the M signal eigenvalues, and a
matrix Q,, with (N — M) columns, corresponding the noise eigenvalues (o2). Note
that Q,,, the Nx(N — M) matrix of eigenvectors corresponding to the noise eigenvalue
(0?), is exactly the same as the matrix of eigenvectors R corresponding to the

zero-eigenvalue. Qj defines the signal subspace and Q,, defines the noise subspace.

There are a number of important observations. The m" signal eigenvalue is given
by A,, + 2. The smallest eigenvalues of R are the noise eigenvalues and are all equal to
o2, One way of distinguishing between the signal and noise eigenvalues (equivalently
the signal and noise subspaces) is to determine the number of small eigenvalues that
are equal. The orthogonality property of Q yields that the signal subspace Qg and noise

subspace Q,, are perpendicular to each other.

Using the final two observations, it is seen that all noise eigenvectors are orthogonal

to the signal steering vectors. MUSIC depend on this property of noise eigenvectors
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and signal steering vectors. Consider the following function of 6,

1 1
SN i dAGR T AH(6)Q,QHA®)

where q,, is one of the noise eigenvectors. If 6 is equal to DoA of one of the signals,

Pyusic(®) = (3.20)

A(6) L q,, and the denominator is zero. Hence, the maxima of the function Py s c(6)

identifies the direction of arrival of signal.

Power Spectrum of MUSIC
250

200
150
100

50

0 A

—50
—-100 -8 —-60 —40 —20 0 20 40 60 80 100

Angle(Degree)

Figure 3.4 Spectrum of MUSIC function Pyy5;c(6).The local maximas are the DoA of signals

The spectrum of the MUSIC function Puyusic(6) is shown in Figure 1} The
MUSIC algorithm is executed over baseband signals. The SNR is 10 dB and signal
frequencies are 1 MHz. The direction of arrival of impinging signals are —20° and

30°, respectively.
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Power Spectrum of MUSIC with respect to AM modulated Signals
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Figure 3.5 Spectrum of MUSIC function Pyysic(0) with respect to AM signals

The spectrum of the MUSIC function Puyusic(6) is shown in Figure (3.5). The
MUSIC algorithm is executed over AM signals. The SNR is 50 dB and carrier
frequency is 1 GHz. The message signal frequencies are 10 MHz and 10.1 MHz. The

direction of arrival of impinging signals are —20° and 30°, respectively.
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CHAPTER FOUR
POSITION ESTIMATION

4.1 Coordinate Systems and Transformations

4.1.1 Coordinate Systems

A vector v € R? can be represented as a linear combination of three linearly

independent basis vectors vi, V>, V3,
V=a1Vy+azvy+azvjy (4.1)

The scalars a;, a», a3 are the coordinates of vector v. Typically, vi =[1,0, 017, v, =

[0,1,0]7, v3 =[0,0,1]7 are chosen as linearly independent basis vectors.

U3

U1

Figure 4.1 Coordinate system and basis vectors

Suppose the basis vectors vy, vy, v3 are changed into new basis vectors uy,us,us.

The new basis vectors can be expressed as combinations of the old basis vectors.

u; = dajivy+appvy+aizvy (4.2)
U = ap|Vi+ax»va+axyvs 4.3)
u3 = az|vy+aszvy+azzvs (4.4)
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and thus, the 3x3 change of basis matrix is obtained,

apr dip ais
M=| ay an ax 4.5)
az| aszx ass

If the two representations of a given vector v are

Vi ui
v=al| y, |, and v=bT| 4, |, (4.6)
V3 u3

where a = [a;,a»,a3]" and b = [by,by,b3]7, then

Vi uj Vi
v=al|y, |=b"| u, |[=b'M| v, (4.7)
V3 us V3
which implies that
a=M’b and b=M")"a. (4.8)

Though the matrix M could be used to rotate and scale vectors, it cannot deal with
translation.  In fact, an arbitrary affine transformation can be achieved via

multiplication by a 3x3 matrix and shift by a vector.

4.1.2 Affine Transformation

The transposed matrix simply represents an arbitrary affine transformation, having
12 degrees of freedom. These degrees of freedom can be viewed as the nine elements

of a 3x3 matrix plus the three components of a vector shift.

air azr asp a4
app axp asx ag
M= 4.9)
a3 azz asz a4

0O 0 o0 1

The most important geometric transformations are rotations, scaling and

translations and all affine transformations can be expressed as combinations of these
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three. Affine transformations preserve line segments. If a line segment

P(a) =(1-a)Py+aP; (4.10)
is expressed in homogeneous coordinates as

p(a) =(1-a)po+api, (4.11)

with respect to reference frame, then an affine transformation matrix M sends the line

segment P into the new line,
Mp(a) = (1 —a)Mp, +aMp, (4.12)

Similarly, affine transformations map triangles to triangles and tetrahedra to

tedrahedra.

4.1.2.1 Translation

Translation is an operation that displaces points by a fixed distance in a given

direction. If the displacement vector is d then the point P will be moved to
P=P+d (4.13)

The (4.13) can be written in homogeneous coordinates as

p ' =p+d, (4.14)
where
X x dy
¢ a
p = y p/ = y d = Y
Z 7 a,
1 | 1] 0
so that
X = x+a, (4.15)
y = y+ay (4.16)
7 = z+a “4.17)
(4.18)

25



(0,0,0)

Figure 4.2 Translation of a point

Hence the transformation matrix T which gives p’ = Tp is clearly,

(10 0 a |
010 a
T(ay,ay,a;) = 4.19)
0 01 a;
|0 0 0 1
which is called the translation matrix. The inverse of translation matrix is,
T \(av.ay.a;) = T(-ay,—ay,—a;) (4.20)

4.1.2.2 Rotation

Rotation depends on an axis of rotation and the angle. Consider first rotation in the

plane, about the origin. If a point (x,y) € R? with coordinates

X = pcos¢ (4.21)

y = psing (4.22)
is rotated through an angle 6, then the new position is (x’,y"), where

! pcos(¢p+6) (4.23)

X

y psin(¢ +6) (4.24)
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Expanding these expressions,

x' = xcosf-ysind (4.25)
y = xsinf+ycosf (4.26)

X cosf —sinf || x
= 4.27)

y sinf cos6 y

The rotation about x axis with rotation angle « is shown in Figure and the

rotation matrix Ry () is given in (4.28)

Figure 4.3 Rotation about the x axis

1 0 0
Ry(@)=| 0 cosa -sina (4.28)

0 sina cosa

The rotation about y axis with rotation angle j is shown in Figure (4.4) and the

rotation matrix Ry(B) is given in (4.29)
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Figure 4.4 Rotation about the y axis

cosp 0 sing
Rip=l 0 1 0 (4.29)
—sing 0 cospf

The rotation about z axis with rotation angle y is shown in Figure (4.5) and the rotation

matrix R (y) is given in (4.30)

IS
IS

Figure 4.5 Rotation about the z axis

cosy —siny 0
R,(y)=| siny cosy O (4.30)
0 0 1
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Thus, the three rotation matrices corresponding to rotation about the x, y, z axes with
rotation angles @, B, y in R3 are R(a), Ry(8), R, (y). The matrices result in positive

rotations for positive @, S, y with respect to the right hand rule for the axes x, y, z.

4.1.2.3 Combination of Rotation and Translation Matrix

A series of transformation on a point or object can be applied as a series of matrix

multiplications. The combination of rotations and translation applied on a point is

shown in Figure (4.6).

(0,0,0)

xT

Figure 4.6 Affine transformation and combination of rotation and translation

To rotate an object about x, y, z axes with @, S, y angles, respectively, multiplication

of matrices R(a), Ry(B), R (y) gives

R(».8,@) = R:(¥)R,(B)R(a) (4.31)

cosy —siny 0 cosB 0 sing 1 0 0
R(y.B,@)=| siny cosy O 0O 1 0 0 cosa -sina | (4.32)

0 0 I [| —=sinB O cosf [[ O sina cosa
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cosycosf cosysinBsina —sinycosa cosysinBcosa+ sinysina

R(y,B8,a)=| sinycosB sinysinBsina+cosycosa sinysinSsina —cosysina

—sinf cosfsina cosfScosa

Note that the order of the transformations is important, i.e. mathematically,

R(a.B,7) # R(@)R,(B)R ()

(4.33) can be represented as a geometric transformation matrix,
orzo T3

.
1 1 3 0
R(y.B,a) =
r31 ry 133 0

0 0 0 1

the combination of rotation (4.35)) and translation (4.19) matrices yields,

T¥.6:a,%,y,2) = R(¥RyPBR()T(x,y,2)

R(.8.0)T(x.y.2)

ri o ri2 r3 iy

rny rn rn3 it

T(.B,a,x,y,2)

r31 r r3
0 0 0 1|

4.2 Positioning

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

The rotation and translation properties of the geometric transformation matrix is

used in positioning process. A point in global or referenced homogeneous coordinate

system can be transformed to a new point in local homogeneous coordinate system or

vice versa as shown in Figure (4.7).

Let P(x,y,z) be a point in global coordinate system whose basis vectors are x, y, z

and P’(x’,y’,7’) be a point in local coordinate system whose basis vectors are x’, y’, 7/

as shown in Figure (4.7). The point P’(x’,y’,7) is representation of the point P(x,y,z)
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Ni(z1,91,21)

Figure 4.7 Representation of a point with respect to local and global coordinate systems in Cartesian

coordinate notation

with respect to the local coordinates. The relation between these two points is defined

by the geometric transform matrix,

P'(X,y.,7) R(>y,B,@)T(x,y,2)P(x,y,2)

= J.B,a,x,y,2P(x,y,2) (4.38)
X roriz rs ot || ox
’ 1 rn 3t
. Y (4.39)
4 r31 ra 3 ot || 2
i 1 ] i 0 0 0 1 11 1 ]

where 7 (y,B,a,x,y,z) is geometric transformation matrix which includes necessary
rotation and translation properties. The global to local transformation of points is
invertable. Let Z10(y,B,a, x,y,z) be transformation matrix which includes necessary

rotation and translation parameters to transform points in local coordinates x’, y’, 7’
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into global coordinates x, y, z,

T10(y.B, @, x,y,2) =

/ / /
i T2 "3

7
™

/

3
0

/

/

0

/
T To3

/
I3, T33

0

1 R

(4.40)

Let %0(y,B,a, x,y,z) be transformation matrix which includes necessary rotation and
translation parameters to transform points in local coordinates x”, y”, z’” into global

coordinates x, y, z,

F0(y,B, @, x,y,2) =

r

2

11
44
3

/7

31
0

r

4
"2 T3

24
T To3

a4
3

0

r

/7
/7

/7

33
0

X

7
ty

17
tZ

1

t” 1

(4.41)

Using the transformation matrices (4.40) and (4.41), the point P(x,y,z) in global

coordinates can be expressed as

P(x,y,2) = o P'(X.,y.,7)= T P"(xX",y",7") (4.42)
x / xl’
y y’
= Fio = T | (4.43)
Z Z
i 1 ] ] 1

4.2.1 Positioning via Direction of Arrival

The designed antenna system and the DoA algorithm provide the azimuth and the
elevation angles in the local nodes and the reference node with respect to their local
coordinate systems. Therefore, the spherical coordinate system 6, ¢, R is suitable to
define the points in nodes where, 8§ azimuth angle is the angle from positive x-axis
towards the positive y-axis, ¢ elevation angle is the angle from xy plane towards the

positive z-axis and R is distance from the origin as shown in Figure (4.8).

The problem set up is shown in Figure (4.8). To locate the point in 3-D space, the

azimuth, the elevation and the distance from the origin must be known. The designed

32



Ni(z1,91,21)

Figure 4.8 The positioning of a point represented in spherical coordinate notation with respect to local

and global coordinate system

system provides the azimuth 6 and the elevation ¢ angles. The distance from origin R
must be determined in 3-D space. Let a point P(6, ¢, R) be represented with respect to
the coordinate system x, y, z and its representation in the coordinate systems x’, y’, 7’
and x”, y”, 7/ are P'(¢,¢',R") and P"”(0”,¢"",R"), respectively. Using transform
matrices in and (4.41),

P(0,¢,R) = F10 P(0',¢',R") = Foo P(8”,¢",R") (4.44)
where
_ Rcos¢cosO _ » R’ cos¢’ cos®’ _
Rcos¢sind R’ cos¢’ sin¢’
P@,¢,R) = , P'@,¢',R) =
Rsing R'sing’
1 ] i 1
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and

[ R” cos ¢" cosf”’ ‘
PR R" cos¢” sin@”’
R// Sln ¢//

1

Moreover, the point P(6, ¢, R) can be expressed, as

P(0,¢,R) =

[T10 P@',¢",R") + To9 P(O",¢",R")]. (4.45)

| =

By expanding (4.45), we get

2Rcos¢cosf

2Rcos¢sind

2Rsin¢

—+

/.7 ’ / !’/ [ / /.7 . ’ ’
R'rijcos¢ cost + R'ri,cos¢ sin@ +R'riysing” +1;
77 17 ’7 24 7 17 7 44 77 17 . 144 7
R7r{cos¢” cos@” +R"r|,co8¢" sinf" +R"r|3sing” +1," (4.46)
/.7 ’ / !’/ 7 / /4 . ’ ’
R'ry cos¢’ cost +R'ry;cos¢ sing +R'ry3sing’ +1,
1”1 1" 2 127 7 e 77 ’”
R"ryjcos¢” cost” + R ry,cos¢” sinf” + R ryysing” +1,;) (4.47)
/.7 ’ / !’/ /. / 7./ . ’ ’
R'ry cos¢’ cos +R'r3,cosd sind + R'ry;sing” +1,

11 17 124 24 77 17 77 24 77 17 . /77 74
R7ry cos¢” cos@” + Ry, co8¢” sinf” + R r3;sing” +1; (4.48)

and by algebraic manipulations of (4.46)), (4.47) and (4.48) we obtain

—t -t =
+

’ v _
=ty =
+

/7 144
-1, -1

—2Rcos¢cosf+R'(r}, cos¢’ cos@ +rj,cos¢’sin€ +ri;sing’)

R"(r{,cos¢” cost’ +r{,cos¢” sind’’ +r’;sing”) (4.49)
—2Rcos¢sin+R'(r, cos ¢’ cos§’ +r5, cos¢’ sind’ +r55sing”)
R”(r}) cos¢” cos§” +r},cos¢” sin§” +r;sing’) (4.50)
= —2Rsing+R'(rj,cos¢’cos§ + 1y, cos¢’sing +ri;sing’)
+ R'(r§cos¢” cos@” +ry,cos¢” sin@” +ry;sing”’) 4.51)
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(4.49), (4.50) and (4.51) can be expressed as a system of linear equations,

/ ’ / / 7 o3 / / . ’
—2cos¢cost 1) cosd’ cost) +r,cosd’sind +r|;sing

M / ’ / / 7 o3 / / 3 ’
—2cos¢sing 1), cos¢’ cos +r7,cosg’sing +r,,sing

_ M / ’ / / ! o3 / / s ’
2sin¢ 13, €8¢’ cost) +r3,cos¢’ sind’ +ry,sing

/7 24 24 4 7! o3 24 4 3 124 / /77

rijcos¢” cosd” +ri,cos¢” sind” +r;sing R —t =t

i cosg’ cos@’ +rl) cosg” sin@’ +rl.sing” || R |=| -t -t/ (4.52)
21 22 23 yoy
/7 7 44 /7 77 o3 44 /7 s ’7 144 ’ 77

ry  cos¢’’ cos@” +ry, cos¢” sin¢”’ +r3;sing R —1,—t,

By reducing (4.52)), the system of linear equations is obtained as
A0, ¢,a,B,y) r =t(x,y,2) (4.53)

where t(x,y,z) is sum of translation vector of the local nodes with respect to reference
system, A(6,,a,p,v) is calculated with respect to rotation matrix and the azimuth and
elevation angles are obtained by estimation of direction of arrival and r is unknown
vector of distances with respect to local origins and the reference. Simply, r is obtained
by solving the system of linear equations (4.53). The position of the point P(6,,R) is

calculated via estimation of the direction of arrival angles.
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CHAPTER FIVE
HARDWARE DESIGN

The hardware of the radio source positioning system has been designed according to
the requirements of the radio source positioning system. The radio source positioning
system includes two parts; a RF radio source and at least two receiver nodes. Hence,
the hardware design consists of two parts, the design of RF radio source and the design
of receiver node. The designs of the RF radio source and the receiver unit have been
shown in Figure (5.Ta) and Figure (5.1b), respectively. The receiver nodes consist of
five receiver units which corresponds to the number of the inset-fed microstrip patch

antennas in an antenna array system.

The RF radio source has three parts; a intermediate frequency (IF) block, a RF
front-end and a inset-fed microstrip patch antenna. The IF block consists of a baseband
signal source and a 3" order Chebyshev lowpass filter. The RF front-end consists of
an IQ modulator (quadrature modulator), a RF driver amplifier, a 3¢ order Chebyshev
bandpass filter. The RF front-end and the inset-fed patch antenna have been designed to
work at 2.41 GHz. Because, the radio band between 2.4 GHz and 2.5 GHZz is reserved
for industrial, scientific and medical use. This radio band is also called as industrial,

scientific and medical (ISM) radio band.

An ADRF6703 quadrature modulator integrated circuit (IC) has been used at the
design of the RF front-end to modulate the baseband signal to the RF frequency. The
ADRF6703 IC is a 1.55 GHz to 2.65 GHz quadrature modulator with 2.1 GHz to
2.6 GHz fractional-N PLL and integrated voltage controlled oscillator (VCO). The
design of the RF driver amplifier has been made using an ADL5320 IC which is a
0.4 GHz to 2.7 GHz RF driver amplifier.

The IF block of the receiver unit consists of a processing unit, an analog to digital
converter (ADC) and a 3" order Chebyshev lowpass filter. The processing unit
includes a microcontroller unit such as Beaglebone black for data acquisition and
signal processing. An AD9238 ADC IC has been used in the design to convert analog
IF signal to digital.
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The RF front-end of the receiver unit consists of an IQ demodulator (quadrature
demodulator), a 3"¢ order Chebyshev bandpass filter, a low noise amplifier. An
ADL5382 quadrature demodulator IC has been used in the design of the RF front-end
with an ADF4350 wideband VCO IC to demodulate the QAM signal received by the
inset-fed patch antenna. The design of the low noise amplifier has been made using

ADLS5523 IC which is a 0.4 GHz to 4 GHz low noise amplifier (LNA).

The RF front-end of the radio source and the receiver units have been designed using
the ANSYS DESIGNER software. Also, the performance assessments of the designs
have been made using the ANSYS DESIGNER software. The design of inset-fed
microstrip patch antenna and performance assessment of the patch antennas have been

made using the ANSYS HFSS software.

5.1 Inset Fed Microstrip Patch Antenna Design

Microstrip patch antennas are used for various wireless applications due to high
transmission frequency, low fabrication cost, light weight, planar structure and ease
of integration with microwave circuits (Balanis, [1997). A microstrip patch antenna
consists of a radiating patch on one side of dielectric substrate which has a grounded
plane on other side as shown in Figure (5.2). The inset fed provides impedance control

over microstrip patch to match impedance of the patch antenna to the excitation system.

L | Conducting Patch
N - - X — 1
\ W k
‘WO W N
<> b N
Liy RN

h €r (Substrate) N N

Figure 5.2 The inset-fed microstrip patch antenna geometry
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The characteristics of microstrip patch antenna are basically defined by its geometry
and material properties of the substrate. The basic antenna parameters are the patch
length L and the width W, the dielectric constant of the substrate €, and the height

of dielectric substrate & as shown in Figure (5.2). The design procedure starts with

1 [ 2
W= 5.1
2f; VHOED Y €t 1 2fr €+ ©.1)

where co = 1/ \/upé€ is the speed of light in free-space and f; is the resonant frequency

calculating W

of the patch antenna. The effective dielectric constant of the patch antenna €.7f is

determined approximately by

1 -1 h| '
. E’; +6’2 [1+12W] (5.2)
The length of the patch antenna L is calculated by
o
L=———-2AL (5.3)
2fr\eers

where AL is extension of length,

(€err+0.3) (Y +0.264)

AL =0.412h
(€epr—0.258)(% +0.8)

(5.4)

To provide maximum power transfer, the resonant input impedance of the designed
patch antenna must be matched to characteristic impedance of the excitation system.

The resonant input resistance is determined by

1

Rjyy=———— 5.5
" 2(G1+Gr) ©-3)
where, G is conductance which is calculated by
w 1 h 1
G = 1 — —(koh)? —<— 5.6
! 12010[ 24 ko )] Ao 10 6.6
and G, is mutual conductance which is calculated by
1 4 sin(kozw cos 9) 3
Gy = Jo(koL sin0) sin” 6d0. 5.7
2= fo = | JoGkoLsin®)sin (5.7)

Jo is the Bessel function of the first kind of order zero, A is the free-space wavelength

of signal and ko = 27/ is the phase constant. The resonant input resistance can be
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changed by using an inset feed whose length is L;¢. This is used to match the patch

antenna using a microstrip line feed whose characteristic impedance Zj is given as

60 8h WO WO
N 7R — <1
Eeff W() 4h h
“= (5.8)
1207 %
W W,
N [70 +1.393+ 0.667ln(70 ; 1.444)] h

where Wy is the width of the microstrip line, as shown in Figure (5.2). The input

resistance for the inset feed is given by

n
R (L) = S 2(_L.) 5.9
zn( zf) 2(G1 +G12) COS I if ( )
or the length of the inset feed is determined by
L 2o
Lif=~— = 5.10
f= arccos [ R ) ( )

where Z characteristic impedance of microstrip line, R;, resonant imput impedance

and L length of the patch antenna (Balanis, |[1997; Pozar, 2005).

5.1.1 2.41 GHz Inset Fed Microstrip Patch Antenna Design

A inset-fed microstrip patch antenna has been designed to meet the requirements
of the radio source positioning system. The antenna array system is formed by the
inset-fed microstrip patch antennas. The patch antenna has been designed using a
substrate (FR4) whose dielectric constant €, is 4.3 and height of substrate is 1.57 mm
by following the procedure which is described in Section (5.1). The resonant frequency

fr1s 2.41 GHz and the characteristic impedance of the microstrip line Zj is 50 Ohm.

A Matlab script has been written to calculate the basic patch antenna parameters
and inset-fed length according to the design specifications. The calculated parameters
are given in Table (5.1). The 3D model of the inset-fed microstrip patch antenna has
been created using ANSYS HFSS software with respect to calculated parameters as
shown in Figure (5.3a). The software has also been used to simulate and examine the

performance of the patch antenna.
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1] 20 40 {mm) 1} 20 40 {mrm)

(b) (©
Figure 5.3 (a) The inset-fed microstrip patch antenna Ansoft Hfss model (b) The radiation pattern of the

designed patch antenna (front) (c) The radiation pattern of patch antenna (back)

Table 5.1 The basic parameters of patch antenna which are calculated using Matlab script

Inset-fed microstrip patch antenna parameters

W (mm) | L (mm) | Ry, (Ohm) | Liy (mm) | Wo (mm) | W, (mm)
38.10 29.54 195.95 9.79 3.06 1.53
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Frequency domain simulations have been performed using the ANSYS HFSS to
investigate the resonance frequency of the patch antenna and the matching between
the antenna and the 50 Ohm microstript feed line. The simulation results have not
met the design specifications. It has been observed that the resonant frequency slightly
deviates from the desired frequency. Also, the match between the patch antenna and

the microstrip feed line has not been possible, initially.

A parametric 3D model of the patch antenna has been created and a combination
of frequency sweep and parameter sweep simulations has been performed to optimize
the geometry of the antenna with respect to the design specifications. The length of
the inset-fed has been chosen as a parameter for the parameter sweep simulaion to
search optimum L;s which provides matching between the antenna and the microstript
feed line. The interval of L;s has been chosen as 2 mm to 12 mm with 0.1 mm steps.
The frequency sweep simulation has been performed to search resonant frequency of
antenna when the antenna and the feed line has been matched. The interval of

frequency sweep has been chosen as 2.38 GHz and 2.44 GHz with 1 M Hz steps.

The frequency sweep simulations have been performed for each value of L;r. The
minimum values of voltage standing wave ratio (VSWR) of the patch antenna has been
determined for each frequency sweep simulation by searching the frequency response
of the patch antenna. The minimum values of VSWR have been plotted with respect
to the value of L;s as shown in Figure . Likewise, the minimum values of S
scattering parameter (S-parameter) of the patch antenna have been plotted with respect

to the value of L;y as shown in Figure (5.5).
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Figure 5.4 The minimum VSWR of the patch antenna versus inset-fed length
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Figure 5.5 The minimum S 1; of the patch antenna versus inset-fed length
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Additionally, the minimum values of S 1| parameter of the patch antenna have been
determined for each frequency sweep simulation by searching the frequency response
of the patch antenna. The minimum values of S ; parameter have been plotted with

respect to the frequency as shown in Figure (5.6).

Minimum S11 vs Frequency HFSSDesign1 4

-10.00
1500
-20.00

-25.00
-30.00

-35.00

min{dBiStE11))

RETS Ed b
mi 24070 | -49.0543
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Curve Info

E = min(cB St umbport T Jumbgport .
-45.00 ] Setupd © Sweep

-50.00 S | —— |
2.380 2.390 2.400 2410 2420 2430 2.440
Freq [EHz]

Figure 5.6 The minimum S 1; of the patch antenna versus frequency

From Figure (5.4) and Figure (5.5) it has been observed that the matching between
the patch antenna and the microstript line has been provided when the L;; has been
equal to 8.5 mm. Likewise, it has been observed from Figure (5.6) that the minimum

value of the § | parameter has been reached at frequency of about 2.41 GHz.

As aresult, the patch antenna geometry parameters have been optimized to meet the
design specifications. The optimized antenna geometry parameters have been given in
Table . The VSWR and § | parameter of the patch antenna at L;y = 8.5 mm have
been plotted with respect to frequency in Figure and Figure (5.8), respectively.
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Table 5.2 The basic antenna parameters obtained by ANSYS HFSS

Inset-fed microstrip patch antenna parameters

W (mm) | L (mm) | Lif (mm) | Wy (mm) | Wg (mm)
38.02 29.46 8.5 3.02 1.51
Neme | % | VSWR at Inset Fed (8.5mm) HFSSDesign1 4
Il 2.4070 | 1.0071 Curve Info
b — VSR lumbport _T1)
B Setup! © Sweep
B Ypatch="8.5mm'
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i 4
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in i
} -
1.40—_
1.2EI—-
] il
1.00 | — — . .
2.380 2.3490 2.400 2410 2,420 2.430 2.440
Freq [GHz]
Figure 5.7 The VSWR of patch antenna versus frequency at L;y = 8.5 mm
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R0 ] Curve Info
1 = dB( =k umbport! _T1 lumbport _T100)
-10.00 4 Setupl | Sweep
’ 1 Ypatch="g Smm'
-15.00 -
-20.00
=-25.00
& ]
in ]
@ -30.00
= ]
-35.00
1| MName X .
] ml | 2.4070 | -49.0943
-40.00
-45.00
-50.00 | — | T T
2.380 2.390 2.400 2410 2420 2430 2.440
Freq [EHz]

Figure 5.8 The S 11 paramater of patch antenna versus frequency at L;r = 8.5 mm
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The electrical properties of the designed inset-fed microstript patch antenna have
been computed using ANSYS HFESS software. The results have been given in Table
(5.3). The radiation pattern of the patch antenna has been plotted for ¢ = 0° and ¢ = 90°

in Figure (5.9). The 3D radiation pattern of the patch antenna has been shown in Figure

(5.3b) and Figure (5.3c).

Table 5.3 The electrical properties of the inset-fed patch antenna computed by ANSYS HFSS

Inset-fed microstrip patch antenna parameters
Peak Directivity 4.8877

Peak Gain (dB) 2.1429

Peak Realized Gain (dB) 2.1405
Radiated Power (mW) 4.379
Accepted Power (mW) 9.998
Incident Power (mW) 10
Radiation Efficiency 0.438
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Figure 5.9 The radiation pattern of the patch antenna
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5.1.2 Inset-Fed Microstrip Patch Antenna Array

The radio source positioning system needs an antenna array to obtain the azimuth
and elevation angles by using direction of arrival of the impinging signal. An inset-fed
microstrip patch antenna array has been constructed by using the patch antenna which
has been designed in Section (5.1.1). The patch antenna array has been formed using

two ULAs which is oriented along y and z axes as shown in Figure (5.10a).

The ANSYS HFSS model has been constructed to examine performance of the
inset-fed microstrip patch antenna array. The frequency sweep simulation has been
performed to observe the S-parameters of the patch array with respect to frequency.
The S-parameters of the each patch antenna in antenna array system are shown in
Figure (5.12). It has been observed that The resonant frequency of the patch antennas
have slightly deviated and also, value of the S |;-parameters of the patch antennas have
slightly increased. However, these changes are within the acceptable range of design

specifications.

The electrical properties of the designed inset-fed microstript patch antenna array
have been computed using ANSYS HFSS software. The results are given in Table
(5.4). The radiation patterns of the patch antenna have been plotted for ¢ = 0° and
¢ =90° in Figure (5.I1). The 3D radiation pattern of the patch antenna has been

shown in Figure(5.10b) and Figure (5.10c).

Table 5.4 The electrical properties of the patch antenna array computed by ANSYS HFSS

Inset-fed microstrip patch antenna array parameters
Peak Directivity 3.9453

Peak Gain (dB) 1.602

Peak Realized Gain (dB) 1.5769
Radiated Power (mW) 3.997
Accepted Power (mW) 0.8443
Incident Power (mW) 10

Radiation Efficiency 0.406
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Figure 5.10 The inset-fed microstript patch antenna array
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Figure 5.11 The radiation pattern of the patch antenna
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Figure 5.12 The S-parameters of the each patch antenna in antenna array system versus frequency

5.2 Chebyshev Bandpass Filter Design

A Chebyshev bandpass filter has been designed using filter design tool of the
ANSYS DESIGNER software. The filter has been used for transmission of the signal
whose frequency is at the resonant frequency of the inset-fed microstript patch

antenna and suppression of the frequencies except the resonant frequency.

- o | | R | |
L1 I L1 0
; 2=t =1 =01 c1 ]
o t .
< PHURET B PHUNEZ {
= RZ=500hm iy RZ=500hm -
i IZ=0ohm T = IZ=00hm
® aae. u=
() £

Figure 5.13 The design of the 3" order Chebyshev bandpass filter

The design specifications of the Chebyshev bandpass filter have been chosen as the
center frequency of the filter is 2.41 GHz, the bandwidth is 100 MHz , the order of
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the filter is 3, the maximum ripple in passband is 0.01 dB. Also, the input and output
port of the filter has been matched the 50 Ohm source impedance and the 50 Ohm
load impedance, respectively. The filter has been implemented by using the lumped
components as shown in Figure (5.13). The values of the lumped components have

been given in Table (5.5).

Table 5.5 The values of the lumped components of the designed Chebyshev filter

Ly (nH) | Ly (nH) | Cy (pF) | C2 (pF)
50.06 0.14 0.087 | 30.885

The performance of the 3¢ order Chebyshev bandpass filter has been examined by
ANSYS DESIGNER. A frequency sweep simulation has been performed between the

frequencies 1.8 GHz upto 3 GHz. The frequency response of the filter has been shown
in Figure (5.14)

S-Parameters ExportedFilter_Filter1
n.an
: Curve Info
JL[Uiame | ¥ 4 -6 dErS(Port Port )
E mi | 24100 | -1.2106 LinearFreguency
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= |
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Figure 5.14 The frequency response of the 3¢ order Chebyshev bandpass filter
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5.3 RF Driver Amplifier Design

The output signal power of the quadrature modulator is not enough to properly drive

the inset-fed patch antenna. Thus, power of the quadrature modulated signal is needed

to be amplified. An RF driver amplifier has been designed using the ADL5320 RF
driver amplifier IC. The RF input and output of the ADL5320 IC has been matched to

the 50 Ohm source impedance and load impedance to increase the performance of the

RF driver amplifier. The schematic of the RF driver amplifier design which consists of

the source and load matching network has been shown in Figure (5.15).
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Figure 5.15 The schematic of the RF driver amplifier design

i
, Part2,
J D.J

The performance of the RF driver amplifier has been examined using ANSYS

DESIGNER software. A frequency sweep simulation has been performed between

the frequencies 2.2 GHz upto 2.6 GHz. The frequency response of the designed driver
amplifier has been shown in Figure (5.16). From Figure (5.16), it has been observed

that the matching of the input and output ports of the RF driver amplifier to the source

and load impedance at 2.41 GHz have been provided.
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Figure 5.16 The S-parameters of the RF driver amplifier

Additionaly, the power gain (GP), available gain (GA) and transducer power gain
(GT) of the amplifier (Pozar, 2005) have been investigated. The GP, GA and GT of
the designed amplifier have been plotted with respect to frequency as shown in Figure
(5.17). Also, it has been seen from Figure that the input and output ports of the

RF driver amplifier have been matched to the source and load impedance at 2.41 GHz.

5.3.1 RF Driver Amplifier with Bandpass Filter

The common behavior of the RF driver amplifier and the Chebyshev bandpass filter
has been examined. A frequency sweep simulation has been performed between the
frequencies 2.2 GHz and 2.6 GHz. The frequency response of the combined system
has been shown in Figure . Also, the GP, GA and GT of the combined system
have been plotted with respect to frequency as shown in Figure (5.19).

It has been seen from Figure (5.18) and Figure (5.19) that the common behavior
of the RF driver amplifier and the Chebyshev bandpass filter is suitable to work with

the inset-fed microstrip patch antenna. Hence, the RF front-end of the transmitter unit
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Figure 5.18 The frequency response of the RF driver amplifier together with the bandpass filter
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(radio source) has been accomplished successfully.
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Figure 5.19 the GP, GA and GT of the combined system w.r.t frequency

5.4 Low Noise Amplifier Design

The quadrature modulated signal received by the inset-fed microstrip patch antenna
is weak. Thus, power of the received signal has been needed to be amplified before the
quadrature demodulation of signal. A low noise amplifier has been designed using the

ADL5523 low noise amplifier IC as shown in Figure (5.20).

The performance of the low noise amplifier has been examined using ANSYS
DESIGNER software. A frequency sweep simulation has been performed between
the frequencies 2 GHz up to 2.8 GHz. The frequency response of the low noise
amplifier has been shown in Figure (5.21). Also, the GP, GA and GT of the low noise
amplifier have been plotted with respect to frequency as shown in Figure (5.22).
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Figure 5.20 The schematic of the low noise amplifier design
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Figure 5.21 The frequency response of the low noise amplifier
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Figure 5.22 The GP, GA and GT of the low noise amplifier w.r.t. frequency

5.4.1 Low Noise Amplifier with Bandpass Filter

The common behavior of the low noise amplifier and the Chebyshev bandpass filter
has been examined. A frequency sweep simulation has been performed between the
frequencies 2.2 GHz upto 2.6 GHz. The frequency response of the combined system
has been shown in Figure (5.23). Also, the GP, GA and GT of the combined system
has been plotted with respect to frequency as shown in Figure (5.24).

It has been seen from Figure (5.23) and Figure (5.24) that the common behavior of
the RF driver amplifier and the Chebyshev bandpass filter is suitable to work with the
inset-fed microstrip patch antenna. Hence, the RF front-end of the receiver unit (local

node) has been accomplished successfully.
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Figure 5.23 The frequency response of the RF driver amplifier together with the bandpass filter

(5ain Circuit?
20.00
J m3 Curve Info
1 — EEA)
: LinearFrequency
10.00 — dB(GF)
. LinearFreguency
] — dBGT)
| LinearFreguency
0.00 -
= J
-10.00
1 by
J 11.9250
-20.00 121807
J 15.40349
-30.00

oo 210 220 230 240 250 260 270 2.80
F [3Hz]

Figure 5.24 the GP, GA and GT of the combined system w.r.t frequency

59



CHAPTER SIX
SIMULATIONS AND PERFORMANCE ASSESSMENT

A Matlab™  based simulation software has been developed to examine
performance of the radio source positioning system. The basic software architecture
is that the complex baseband signal is modulated using the analog QAM technique as
in (2.15). It has been assumed that, the modulated signal radiates and propagates from
a point in 3-D space through the AWGN channel and arrives at the antenna array
system on reference node and local nodes whose locations in 3-D space are known
precisely. The antenna array system receives the impinging signal in each node. The
received signals have been demodulated and the observation matrix shown in is
obtained for the ULA systems oriented along the y-axis and z-axis in a node. The
MUSIC algorithm has been used to obtain the azimuth and elevation angles with
respect to their local coordinate systems in each node. The positioning algorithm has
been executed to calculate the position of the radio source in 3-D space. The system
of linear equations has been obtained by using the azimuth and the elevation
angles and the nodes’ rotation and translation information. The position of the source

signal is determined by solving (4.53).

The position estimation error is calculated to examine performance. The DoA
estimation error is assumed to have Gaussian probability density function as a result
of the MUSIC algorithm. Hence, the estimation error of the x,y,z coordinates is also
assumed to have Gaussian probability density function. The position estimation error

1s defined as,

Persor = \J300% + Gy + (3022 (6.1)

where o, 0y, 0, are standard deviation of E[x], E[y], E[z] coordinates, respectively.
The standard deviation has been estimated using 1000 samples. In each process a
AWGN has been randomly generated according to a specified signal to noise ratio

(SNR),

P .
SNRyp = lOlog( S’g”“’) (6.2)

noise

where Pg;q,4 1s average signal power and P ;s is average noise power.
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Figure 6.1 The position estimation error versus SNR. QAM signal carrier frequency is 2.4 GHz

Table 6.1 The position estimation error versus SNR with respect to number of antenna elements. QAM

signal carrier frequency is 2.4 GHz

SNR (dB)

#of Antennas | 50 | 55 | 60 | 65 | 70 | 75 | 80 | 85 | 90 | 95 | 100
3 Antennas | 15.9 | 8.68 | 4.88 | 2.73 | 1.56 | 0.87 | 0.5 | 0.31 | 0.19 | 0.14 | 0.08
5 Antennas | 6.83 | 4.00 | 2.19 | 1.26 | 0.72 | 0.40 | 0.25 | 0.16 | 0.12 | 0.06 | 0.01
7 Antennas | 4.09 | 2.36 | 1.29 | 0.76 | 0.43 | 0.27 | 0.18 | 0.12 | 0.06 | 0.01 | .001
9 Antennas | 2.77 | 1.61 | 0.92 | 0.51 | 0.31 | 0.2 | 0.14 | 0.09 | 0.03 | .001 | .001
11 Antennas | 2.05 | 1.2 | 0.66 | 0.38 | 0.24 | 0.16 | 0.11 | 0.06 | .008 | .001 | .001

Positioning Error (m)

The position estimation error of the radio source positioning system has been
examined with respect to SNR and then the effect of the number of the antennas in the
ULA system has been considered. The results of the simulation are shown in Figure
and given in Table (6.1). The complex baseband signal frequency fyis 1 MHz
and the carrier frequency of QAM signal f. is 2.4 GHz. The reference node R is
located in position (0,0,0) and the local nodes N; and N, are located in positions

(50,50,-5) and (50,-50, 10), respectively. The N rotation angles are y = -70, 8 =0
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and a = 0 with respect to the R. The N, rotation angles are y =75, =0 and a =0
with respect to the R. The exact position of the radio source has been randomly

chosen as (40,—-20,-25). The noise has been assumed to be AWGN.

The above simulation has been repeated to observe the effect of the carrier frequency
to positioning error. This time, the carrier frequency of QAM signal f. is 1 GHz. The
results of the simulation are shown in Figure (6.2) and given in Table (6.2).

Positioning Error vs SNR

7
—— 3 Antennas
p —— 5 Antennas
—— 7 Antennas
9 Antennas
5 —— 11 Antennas
£
8
= 4
ca|
20
g
K
h~1
wn
o
[
2
1

0
50 55 60 65 70 75 80 85 90 95 100
SNR (dB)

Figure 6.2 The position estimation error versus SNR. QAM signal carrier frequency is 1 GHz

Table 6.2 The position estimation error versus signal to noise ratio with respect to number of antenna

elements. QAM signal carrier frequency is | GHz

SNR (dB)

#of Antennas | 50 | 55 | 60 | 65 | 70 | 75 | 8 | 8 | 90 | 95 | 100
3 Antennas | 6.5 | 3.58 | 2.02 | 1.14 | 0.66 | 0.38 | 0.24 | 0.16 | 0.11 | 0.05 | 0.01
5 Antennas | 2.86 | 1.65 | 0.90 | 0.53 | 0.31 | 0.20 | 0.14 | 0.08 | 0.03 | .001 | .001
7 Antennas | 1.7 | 0.96 | 0.55| 0.33 | 0.21 | 0.15 | 0.09 | 0.03 | .001 | .001 | .001
9 Antennas | 1.19 | 0.66 | 0.39 | 0.23 | 0.16 | 0.11 | .05 | .009 | .001 | .001 | .001
11 Antennas | 0.86 | 0.51 | 0.30 | 0.20 | 0.13 | 0.08 | .02 | .001 | .001 | .001 | .001

Positioning Error (m)
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The effect of the SNR value on positioning process can be roughly seen from
Figure and Figure (6.2). The position estimation error decreases, when the SNR
value increases. The number of the antenna elements in a ULA antenna system has
positive effect. The position estimation results becomes better, when the number of
the antenna elements are increased. The reason of the enhancement is that the number
of the eigenvectors which defines the noise subspace increases, as a result the
performance of the MUSIC algorithm increases. Hence, the estimation error of the
azimuth and the elevation angles decrease. When Figure and Figure (6.2) are
compared, it is seen that variation in carrier frequency of QAM signal has effect on
position estimation error. The results of positioning system whose carrier frequency is
1 GHz is better than the results of positioning system whose carrier frequency is

2.4 GHz.

The position estimation error of the radio source positioning system has been
examined with respect to the carrier frequency of QAM signal and also, the effect of
the number of the antennas in the ULA system has been observed. The results of the
simulation have been shown in Figure (6.3) and given in Table (6.3). The complex
baseband signal frequency fy is 1 MHz. The reference node R is located in position
(0,0,0) and the local nodes N; and N, are located in positions (50,50,—5) and
(50,-50,10), respectively. N rotation angles are v = =70, § =0 and @ = 0 with
respect to the R. N; rotation angles are y = 75, 8 = 0 and a = 0 with respect to the R.
The exact position of the radio source is (40,10,-5). The SNR value is 60 dB. The
noise effecting the channel and the antenna array system has been assumed to be

AWGN.

The effect of the carrier frequency of QAM signal during positioning process can
be investigated from Figure and Table (6.3). The position estimation error
increases, when the carrier frequency increases. Here, decreasing the carrier
frequency of signal can be a good choice. However, decreasing the carrier frequency
increases the physical size of the antennas and also physical size of the overall
system. The distance between the antenna elements on ULA also increases. However,

the position estimation error decreases inversely proportional to the carrier frequency
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Figure 6.3 The position estimation error versus carrier frequency

of QAM signal. The reason of the enhancement is that distance between antenna

Table 6.3 The position estimation error versus carrier frequency with respect to number of antenna

elements

Frequency (GHz)

#of Antenmas | 0.5 | 0.7 | 09 | 1.1 | 13 | 1.5 | 1.7 | 1.9 | 2.1 | 23 | 25
3 Antennas | 0.40 | 0.54 | 0.72 | 0.86 | 1.00 | 1.17 | 1.37 | 1.53 | 1.65 | 1.86 | 1.96
5 Antennas | 0.18 | 0.24 | 0.32 | 0.39 | 0.46 | 0.53 | 0.58 | 0.65 | 0.73 | 0.80 | 0.94
7 Antennas | 0.10 | 0.16 | 0.18 | 0.23 | 0.28 | 0.31 | 0.37 | 0.40 | 0.43 | 0.47 | 0.53
9 Antennas | 0.08 | 0.10 | 0.13 | 0.16 | 0.18 | 0.21 | 0.24 | 0.28 | 0.31 | 0.33 | 0.37
11 Antennas | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 | 0.16 | 0.18 | 0.20 | 0.22 | 0.25 | 0.26

Positioning Error (m)

elements is related to the wavelength of the carrier signal and the ratio between the
carrier signal wavelength and baseband wavelength has effect on resolution of the
DoA estimation. When the carrier wavelength is too small with respect to the
baseband signal wavelength, the resolution of the DoA estimation decreases.
Therefore, the effect of the SNR increases on position estimation process. This is

recognizable when Figure (6.1) and Figure (6.2) are compared. As in the SNR test
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results, the number of the elements in a ULA antenna system has positive effect. The
position estimation results are enhanced, when the number of the antenna elements

are increased.

6.1 Trajectory Tracking

The trajectory of an object traveling in 3-D space has been tracked with the radio
source positioning system. The tracking process has been simulated and the
positioning errors have been measured during the tracking process. The results of the
simulation is shown in Figure and given in Table (6.4). The complex baseband
signal frequency fo is 1 M Hz and carrier frequency f. is 2.4 GHz. The number of the
antennas in a ULA is 3. The reference node R is located in position (0,0,0) and the
local nodes N; and N, are located in positions (50,50,-5) and (50,-50,10),
respectively. The N; rotation angles are y = =70, 8 = 0 and @ = 0 with respect to the
R. The N, rotation angles are y =75, 8 = 0 and a = 0 with respect to the R. The SNR
value is 60 dB. The noise effecting the channel and the antenna array system has been

assumed to be AWGN.

Trajectory Tracking
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Figure 6.4 The trajectory tracking with positioning system designed with 3 element antenna array system
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Table 6.4 The trajectory tracking with positioning system designed with 3 element antenna array system

Real Position Estimated Position | Positioning Error
Number (x,7,2) (%,5,2) (m)
1 (15, 10, 10) (14.23, 8.48, 8.96) 1.997
2 (16.82,1.54,11.43) | (16.45, 1.50, 11.96) 0.649
3 (21.57,-4.09, 12.86) | (23.59, -3.78, 12.81) 2.044
4 (27.39, -5.24, 14.28) | (27.67,-6.18, 15.07) 1.257
5 (32.08, -2.16, 15.71) | (31.39, -1.31, 15.26) 1.177
6 (34.06, 3.21, 17.14) | (33.66, 3.30, 16.57) 0.703
7 (33.01, 8.07, 18.57) | (32.13,7.24,18.71) 1.217
8 (30, 10, 20) (29.38, 8.98, 22.24) 2.537
9 (26.99, 8.07,21.43) | (26.87, 6.45, 20.68) 1.786
10 (25.94,3.22,22.86) | (25.93,2.95,21.35) 1.529
11 (27.92, -2.16, 24.28) | (26.71, -2.71, 24.09) 1.34
12 (32.61, -5.24,25.71) | (31.35, -5.92, 25.37) 1.472
13 (38.43, -4.09, 27.14) | (39.12, -3.90, 25.53) 1.765
14 (43.18, 1.54,28.57) | (41.37,0.87,29.84) 2.308
15 (45, 10, 30) (45.32, 8.89, 31.15) 1.63

The above simulation has been repeated to observe effect of the number of ULA
antenna to positioning error during the tracking process. This time, the number of the

antennas in a ULA is 5. The results of the simulation are shown in Figure (6.5) and
given in Table (6.5).
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Figure 6.5 The trajectory tracking with positioning system designed with 5 element antenna array system

Table 6.5 The trajectory tracking with positioning system designed with 5 element antenna array system

Real Position Estimated Position | Positioning Error
Number (x,y,2) (%,3,2) (m)
1 (15, 10, 10) (14.83, 9.89, 9.92) 0.213
2 (16.82, 1.54, 11.43) | (17.03, 1.55, 12.02) 0.627
3 (21.57,-4.09, 12.86) | (22.58, -4.72, 13.32) 1.280
4 (27.39,-5.24, 14.28) | (27.59, -4.72, 14.39) 0.575
5 (32.08, -2.16, 15.71) | (32.18, -2.42, 15.74) 0.283
6 (34.06, 3.21, 17.14) | (34.53,2.47, 17.04) 0.887
7 (33.01, 8.07, 18.57) | (33.45, 8.09, 18.76) 0.478
8 (30, 10, 20) (29.77,10.42, 19.78) 0.530
9 (26.99, 8.07,21.43) | (26.77,7.52, 21.57) 0.606
10 (25.94,3.22,22.86) | (24.85,3.32,22.34) 1.207
11 (27.92,-2.16,24.28) | (27.93, -1.90, 24.51) 0.337
12 (32.61,-5.24,25.71) | (32.38,-4.72,25.29) 0.706
13 (38.43,-4.09, 27.14) | (38.58, -4.12, 26.66) 0.502
14 (43.18, 1.54, 28.57) | (43.26, 1.43,28.32) 0.281
15 (45, 10, 30) (44.71, 10.32, 28.45) 1.607
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CHAPTER SEVEN
CONCLUSION

An active positioning system has been designed that determines the position of
multiple radio sources, produce and emit the QAM signals, in three dimensional space
via estimation of direction of arrival. The spectral MUSIC algorithm has been used
with the ULA antennas to obtain DoA angles to locate the active radio sources in
3-D space. Two ULA antenna arrays have been oriented along y and z axes to obtain
the azimuth and the elevation angles and broadside of ULA antenna arrays have been

oriented along x axis on a reference node and local nodes.

The design of radio sources have been done to lower cost and to decrease physical
size. The RF front-end of the radio source and the receiver units have been designed
using the ANSYS DESIGNER software. The ULA antenna system has been designed
using the inset-fed microstrip patch antennas that receive analog QAM signals. The
design of inset-fed microstrip patch antennas and performance assessments of the patch
antennas have been made using the ANSYS HFSS software. Also, the positioning

system’s overall cost has been decreased by use of QAM.

The rotation and translation properties of the coordinate transformations have been
used to develop a positioning algorithm that solves the 3-D positioning problem. The

positioning problem has been reduced to solution of a system of linear equations.

The performance of the radio source positioning system has been examined by the
simulation software which is developed on Matlab™. The position estimation error
has been used as a criterion to examine the performance of the active radio source
positioning system. The effects of the SNR value, number of the antenna elements in a
ULA antenna system and the carrier frequency of QAM signal have been investigated.
Also, a trajectory of an object traveling in 3-D space has been tracked by using the

radio source positioning system.

Consequently, an active positioning system has been developed that identify the

location of the radio source in three dimensional space via estimation of the DoA
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angles of the radio signals. Also, performance of the radio source positioning system
has been examined and effects of the SNR value, number of the antenna elements in a
ULA antenna system and the carrier frequency of QAM signal have been investigated.
In light of the obtained results it has been seen that the designed positioning system is
suitable to be used as a local positioning system that determines an object position in

3-D space with respect to global and local coordinate systems.
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