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IMPROVING MACHINE LEARNING METHODS FOR SOCIAL MEDIA
DATA IN TURKISH

ABSTRACT

In this thesis, we have presented a hybrid methodology, which combines the
lexicon-based and machine learning (ML)-based approaches for sentiment analysis in
Turkish. To use on the lexicon-based side, we have generated a sentiment dictionary
by extending SentiTlUrkNet with a synonym dictionary, ASDICT. Besides this, we
have tackled the classification problem with three supervised classifiers, Naive
Bayes, Support Vector Machines, and J48, on the ML side.

Our hybrid methodology combines these two approaches by generating a new
lexicon-based value according to our proposed feature generation algorithm and
feeds it as one of the features to ML classifiers. We have experimented on three
different datasets such as Movie, Hotel, and Twitter. Despite the linguistic challenges
caused by the morphological structure of Turkish, the experimental results show that

it improves the accuracy by 7% on average.

In conclusion, we have achieved these contributions in our study: It is the first
hybrid approach for Turkish sentiment analysis. We have also adapted lemmatization
in natural language processing for Turkish SA to preserve the positive and negative
meanings of tokens. Finally, we have generated eSTN by extending STN, which is
the first comprehensive polarity lexicon for Turkish.

Keywords: Sentiment analysis, opinion mining, social media, natural language

processing



TURKCE SOSYAL ORTAM VERILERI iCiN MAKINE OGRENME
YONTEMLERININ GELISTIRILMESI

0z

Bu calismada Tirkce duygu analizi icin s6zlik ve makine 6grenmesi tabanl
yaklasimlar1 birlestiren hibrit (karma) bir yontem gelistirilmistir. Sozliikk tabanli
kisimda kullaniimak Uzere, SentiTlrkNet es anlamlilar sozliigii olan ASDICT ile
genigletilerek bir duygu analizi sozligi olusturulmustur. Bunun yaninda, makine
Ogrenmesi tarafinda Naive Bayes, Support Vector Machines ve J48 adli li¢ gozetimli

O0grenme algoritmasi ile siniflandirma sorunu ¢oziilmiistiir.

Hibrit yontemimiz bu iki yaklagimi 6zellik iiretimi algoritmamizi kullanarak yeni
bir sozliik tabanli deger hesaplayip ve bunu makine 6grenmesi siniflandiricilarina
yeni bir 6zellik olarak ekleyerek birlestirmektedir. Film, otel ve Twitter olmak tzere
tic farkli veri seti {lizerinde sinamalar gerceklestirilmistir. Tiirkge’nin morfolojik
yapisindan kaynakli dilbilimsel zorluklara ragmen, deneysel sonuclar ¢alismamizin

dogruluk oranini diger ¢aligmalara gére ortalama %7 artirdigini géstermektedir.

Sonug olarak, ¢alismamizin katkilari sunlardir: Bu ¢alisma Tiirk¢e duygu analizi
icin gelistirilmis ilk hibrit yaklasimdir. Ayrica, pozitif ve negatif anlami
kaybetmemek icin kok cozimleme algoritmasi iyilestirilmistir. Son olarak, ilk
kapsamli polarite sozIiigi olan STN genisletilerek eSTN adinda daha kapsamli bir

s0zIUk olusturulmustur.

Anahtar kelimeler: Duygu analizi, fikir madenciligi, sosyal medya, dogal dil isleme
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CHAPTER ONE
INTRODUCTION

1.1 General

During the last decade, the usage of social media applications has increased. With
the spread of the Internet, people tend to use social media applications such as
microblogging sites, social networks, and forums instead of newspapers and
television. As a result of this, people have been active by sharing the information
instead of being only observers. Twitter is one of the most used applications to share

information especially the opinions and emotions about the news and products.

The amount of data shared by the active users on social media platforms are
enormous; therefore, it is named big data. This data is also a collective intelligence
created by the opinions of the users. It is not convenient to analyze and understand
this big data. With the usage of social media, people’s feeling on things has become
available to everyone. Moreover, companies and organizations also need to be aware
of their employees’ and customers’ feelings about their organizations. Human
resources also would like to discover whether a potential employee will be loyal or
leave after receiving training and benefits. Besides, the tweets about the candidates
are used to predict the results of elections by the government. People read the
customer reviews about the products and decide whether it is satisfiable or not for

them. There is much usage of social media data like these.

Sentiment analysis (SA) is a text classification field that determines people’s
opinions and attitudes on different products, services, and topics. It is a discipline
that started as a research topic in Natural Language Processing (NLP) in Computer
Science and now transitioned to other departments like business and management

schools since everyone wants to increase their profits and their customers’ feelings.



1.2 Purpose

The increasing popularity of social media in recent years has led to the explosion
of data on the Web. The activities of users of social networking and friendship sites
(e.g., Facebook), blogging and microblogging sites (e.g., Twitter), content and media
sharing sites (e.g., YouTube), and shopping sites (e.g., Amazon, AIliExpress)
generate huge amounts of data. As it is almost impossible to read and interpret all

these data manually, SA is required to automate such an exhaustive process.

This thesis aims to develop a new hybrid SA tool combining lexicon-based and
machine learning-based approaches that runs on different social media datasets for

improving the results of machine learning-based sentiment analysis in Turkish.

To realize this research, we also need well-known datasets that are used in other
successful studies. We have looked for these datasets and collected them to compare

our experimental results with the studies using the same datasets.

Additionally, there is a need for a sentiment lexicon to realize the lexicon-based
side of the hybrid algorithm. We also aim to expand the STN in order to create a new
comprehensive sentiment lexicon. For this reason, we make use of ASDICT, which

is a synonyms dictionary for Turkish.

In short, this thesis proposes a hybrid sentiment analysis framework to improve
the results of ML-based sentiment analysis by supporting a new lexicon and

specialized lexicon-based approach.

1.3 Novel Contributions of this Thesis

Our approach combines ML-based methods with lexicon-based methods as a
hybrid approach and improves the results of SA. As far as we know, no previous
research has investigated a hybrid approach in Turkish. In this study, we present a
hybrid method for Turkish SA that is tested using three different datasets of Movie,

Hotel, and Twitter. The main contributions of this study are as follows:



* To the best of our knowledge, it is the first study proposing and testing a hybrid
SA method in Turkish.

« The first comprehensive Turkish SA dictionary, SentiTurkNet (STN)
(Dehkharghani, Saygin, Yanikoglu, & Oflazer, 2015) is expanded using the
Automated Synonym Dictionary (ASDICT) (Aktas, Birant, Aksu, & Cebi, 2013).

» Lemmatization in natural language processing (NLP) is adapted for Turkish SA

to preserve the positive and negative meaning of tokens.

As a result, in this thesis, (i) a new hybrid approach for sentiment analysis was
proposed, (i) a new tool for SA in Turkish is developed, (iii) a new polarity
dictionary for SA, was introduced.

1.4 Organization of the Thesis

This thesis includes seven chapters, and the remaining of this thesis is organized
as follows.

In Chapter 2, general information about related works, literature review, and field

research about sentiment analysis are given.

In Chapter 3, background information about lexicon-based, machine learning-

based, and hybrid sentiment analysis approaches are represented.

In Chapter 4, the lexicon expansion process, the dictionaries SentiTurkNet and
ASDICT are explained in detail.

In Chapter 5, the new hybrid sentiment analysis approach is explained in its five

main steps.



In Chapter 6, experiments were performed for the proposed hybrid sentiment
analysis approach with well-known and widely used social media datasets.

Finally, in Chapter 7, the concluding remarks and future works are presented.



CHAPTER TWO
RELATED WORK

Sentiment analysis is the study of deciding opinions, emotions, and attitudes of
people for an individual, events, or products. It is essential both for industry and
academia. Customers’ opinions are valuable for producers and consumers. Producers
need it to improve their service or products. Customers benefit from it while they are

deciding on an entity.

In this chapter, research projects, literature, and field reviews are explained, and
research results are discussed. There is a lot of research in this field, however not
many in hybrid Turkish SA in Turkish. According to the approach, the related work
is categorized into four classes: ML-based, lexicon-based, hybrid approaches, and

sentiment analysis in Turkish.

2.1 ML-based Approaches

In ML-based approaches, supervised techniques are mostly used. In the studies of
Zhang et al. (2014), Chinese mobile reviews were used as a dataset. Statistical data
analysis was applied only for mobile user reviews. This work showed that the mobile
reviews have 17 Chinese characters on average, which are shorter than other short
texts such as microblogs with 45 words on average. Labeling is done using iTunes
scores. A series of experiments have been conducted to discover more appropriate
methods for short texts. One of these experiments is polarity classification algorithms
comparison. As a result of it, Naive Bayes (NB) and support vector machine (SVM)
algorithms are selected, and the results show that NB is better than SVM. Another
experiment is about the comparison of text feature representations. They applied the
N-gram model and compared the results for N from 1 to 4. As a result of it, after the
Chinese word segmentation, N-Gram is applied as N=2 and obtained the best result.
The last experiment is on the influence of a different number of words in comments
to find the difference between short and long texts. If the number of words in reviews

is more than 150, feature extraction is necessary and improves the sentiment



classification accuracy. As a summary, they found that the reviews have four
properties: Short average length, large span of length, power-law distribution, and
significant difference in polarity. So that, they have discovered that phone reviews

are different from PC reviews.

Vinodhini & Chandrasekaran (2013) examined the effect of principal component
analysis (PCA), which is used for feature reduction to improve the performance of
learning algorithms. They experimented with PCA on SVM and NB algorithms. The
high dimensionality of the features in the long texts raises problems in applying
learning algorithms for text SA. Feature reduction aims to remove some irrelevant
features. So that, they tend to improve the accuracy and decrease the running time of
learning algorithms. The experiments were done on product reviews. The results

were improved using PCA for feature reduction in both algorithms.

Pang, Lee & Vaithyanathan (2002) studied the effectiveness of applying ML
algorithms for SA. He compared NB, SVM, and maximum entropy on a movie
review dataset and showed that binary representation is better than frequency
representation. He also found that NB has the worst and SVM has the best
performance, but the difference is not large.

The Opinion Corpus for Arabic (OCA) was proposed by Rushdi Saleh et al.
(2011). The corpus consists of 250 positive and 250 negative movie reviews
collected from a variety of web pages. Various experiments were conducted on this
corpus with NB and SVM to determine the polarity of reviews. They observed that
the best result using SVM over the OCA improved on the best result obtained with

the Pang corpus, using trigrams to generate the word vectors.

Govindarajan (2013) proposed a hybrid method coupling NB and a genetic
algorithm (GA), and experimented on movie reviews. The results showed that GA
has better performance than NB Besides, a comparison between the individual
classifier and hybrid classifier shows that hybrid classifier has better performance
than the other.



Duwairi (2015) tested Arabic tweets including dialectical words, with NB and
SVM. Two versions of the dataset were studied; one was Tweets with dialectical
words, and second was with dialectical words as translated. The accuracy of the

dataset with translated dialectical words was 3% better.

2.2 Lexicon-based Approaches

Lexicon-based approaches need a lexicon, which is generated either from an
existing dictionary or extracted opinion words from a corpus. According to the

polarity values in the lexicon, the general sentiment of the document is predicted.

Baloglu and Aktas (2010) introduced an opinion-mining application, which
creates movie scores from blog pages. They got the sentiment scores from
SentiWordNet (SWN) (Esuli A, Sebastiani F., 2006) and declared that they produced

accurate results close to IMDB results.

The document-based Sentiment Orientation System (Sharma, Nigam & Jain,
2014) uses WordNet (Fellbaum, 1998) to identify synonyms and antonyms, so it
gives the summary of the total number of positive and negative documents. Negation
is also handled in the system. That work classified the document as positive if the
number of positive words is greater; otherwise, the polarity is negative. If the number
of positive and negative words is equal, it is classified as neutral. They experimented

on movie reviews and obtained an accuracy of 63%.

2.3 Hybrid Approaches

Hybrid approaches use lexicon-based and ML-based approaches in combination.

The language processing operations are done before the learning of ML algorithms.

Appel et al. (2016) have shown that a hybrid method using NLP techniques,
semantic rules, and fuzzy sets performed well on movie reviews and improved the
results of NB and Maximum Entropy. Their hybrid approach achieved an accuracy of

76%. Another benefit of their proposed system is identifying different strengths in



the polarity degree of the input sentences regarding a specific base-case. By utilizing
fuzzy sets, they determine that a given sentence has a stronger or weaker intensity in

terms of polarity than another one in the dataset.

Ohana & Tierney (2009) calculated the sentiment direction using SWN and then
applied the SVM classifier. They presented the results of applying the SWN lexical
resource to the SA of film reviews. Their approach involves positive and negative
term scores to determine sentiment, and they presented an improvement by building
a dataset of relevant features using SWN as a source. Then they applied ML
algorithms. The results indicated that SWN can be used as an important resource for
SA. They obtained the best accuracy of 69.35%, with SWN scores used as features.

2.4 Approaches on Sentiment Analysis in Turkish

Most of the research in the SA field focuses on English. There are a few works on
SA on Turkish.

Akgul et al. (2016) compared the results of lexicon-based and character-based n-
gram models. The dataset consists of the tweets gathered with a keyword and labeled
as positive, negative, and neutral, suitable for both lexicon and n-gram models. They
preprocessed their Twitter dataset and ran n-grams. As a result, the lexicon method

obtained an accuracy of 70% and the n-gram model 69%, respectively.

Turkmenoglu & Tantug (2014) made a comparison of lexicon-based and ML-
based approaches. After some preprocessing on Twitter and movie datasets, they
obtained an accuracy of 75.2% on Twitter and 79% on the movie dataset by the
lexicon-based approach. On the other hand, the best accuracy results of the ML-
based approach were 85% for the Twitter dataset by SVM and 89.5% with SVM and

NB on the movie dataset.

Ogul & Ercan (2016) performed their experiments on hotel reviews with NB,
SVM, and random forest (RF) algorithms. According to the results of the



experiments, using the document term matrix as input gives better results than the
TFIDF matrix. They also observed that best results are obtained with RF classifier
with the Area Under Curve (AUC) metric 89% on both positive and negative

comments.

Kaynar et al. (2016) conducted their experiments on a Twitter dataset with NB,
center-based classifier, multi-layer perceptron (MLP), and SVM. According to the
results, the best performance was achieved with MLP and SVM with accuracy values
of 86% and 81% on the movie review dataset, respectively. Also, it is seen that
neural networks and SVM outperforms with both training and test sets.

Yildirim et al. (2017) experimented on Tweets in the telecommunication area.
NLP was used for normalization, stemming, and negation handling. Ternary
classification was achieved with an accuracy of 79% using SVM. It is the first paper
in the literature that investigates and reports the impact of the natural language

preprocessing layers on the SA of Turkish social media texts.

Coban, Ozyer & Ozyer (2015) employed a Twitter dataset with some different
classification algorithms: SVM, NB, multinomial naive Bayes (MNB), and kKNN.
The features represented by vector space are extracted from two different models:
Bag of Words and N-Gram. The results showed that the best accuracy was achieved
with MNB at 66.08%.

Vural et al. (2014) done their studies on Turkish movie reviews using
unsupervised learning techniques. They used SentiStrength (Thelwall, Buckley &
Paltoglou, 2012) to classify the texts by translating them. The results showed that the
accuracy was 76% for binary classification. Although their framework is
unsupervised, they obtained good accuracy approaching the performance of

supervised polarity classification techniques.

Kaya et al. (2012) observed the sentiment analysis of Turkish political news. They

used four different classifiers: NB, maximum entropy (ME), SVM, and character-



based n-gram models. Their experimental results showed that ME with the n-gram
language model was more effective than SVM and NB. An accuracy of 76% was

achieved in binary classification of political news.

Boynukalin (2012) studied emotion analysis on Turkish texts by using an ML-
based approach. It is the first study on emotion analysis of Turkish texts. Another
important contribution is the generation of a new data set in Turkish for emotion
analysis. It is generated by combining two types of sources. Several classification
algorithms are applied to the dataset, and results are compared. Four types of
emotions, joy, sadness, fear, and anger were examined on her own dataset, and an

accuracy of 78% was achieved.

Erogul (2012) developed a system for SA of movie reviews in Turkish. Their
approach combined supervised learning and lexicon-based approaches as hybrid
approach used a recently constructed Turkish polarity lexicon called SentiTurkNet.
They investigated the contribution of different feature sets, as well as the effect of
lexicon size on the overall classification performance. They also investigated the
impact of part-of-speech (POS) tags, word unigrams and bigrams, and negation
handling. NLP processing was done with Zemberek, obtaining an accuracy of 85%

on the binary classification of Turkish movie reviews.

Dehkharghani et al. (2017) proposed and evaluated a SA system for Turkish.
Their system used STN and NLP techniques such as dependency parsing. They also
covered different levels of granularities with some linguistic issues such as
conjunction and intensification. Their system was evaluated on Turkish movie
reviews, and the obtained accuracies ranged from 60% to 79% in ternary and binary
classification. In the aspect level classification, they compared the proposed method
with a baseline, which considers only the neighbor words around an aspect in a
window with a size of five words as two words from each side. They also
experimented with their approach with the restaurant dataset, a benchmark in
SemEval-2016, including 1233 sentences, and each sentence includes at least one

aspect word. In the sentence and document level classifications, polar words are the

10



most effective features, but they are ineffective in ternary classification. Generally,
the system is more successful in classifying positive sentences and documents than
negative or neutral ones because positive opinions are written more clearly than

negative ones. We have used the STN lexicon and enhanced it to enlarge its scope.

11



CHAPTER THREE
BACKGROUND INFORMATION

In this chapter, we are going to explain and discuss background information
about SA basics and details of lexicon-based, ML-based, and hybrid approaches used
for SA.

3.1 Sentiment Analysis Basics

SA is studied at four granularity levels: document level, sentence level, word
level, and aspect level. Depending on how detailed one would like to get into an
issue one would have to decide the level of analysis. The levels of SA are shown in

Figure 3.1.

Dictionary-based

Word-based
Sentiment Analysis

Corpus-based

Sentence-based
Sentiment Analysis

Sentiment Analysis

Document-based
Sentiment Analysis

Aspect (Feature)-
based Sentiment
Analysis

Figure 3.1 Types of SA

At the document level, the full text is considered an atomic unit and is assigned to
a positive, negative, or neutral class. Some assumptions should be made before
applying this level. For example, all objects in the document and the opinion holder
of each sentence in the document should be same. There will be a problem if there

are more than one opinion and several opinion holders in the document. We have

12



developed our study in this level because almost every document in the dataset has
only one opinion holder and object, according to our inspection.

At the sentence level, a sentence is identified as objective or subjective (holding
an opinion). If it is subjective, it is assigned to a class; otherwise, it is ignored. The
main challenge in this level is to differentiate the sentiment of some short sentences.
The sentence-level and document-level SA approaches cannot discover more than

one sentiment in a sentence or document.

At the word level, mostly the adjectives in the text are focused. Nevertheless, not
only adjectives have an opinion, nouns, adverbs, and verbs may also carry opinions.
Word level SA is either corpus-based or dictionary-based. We have also utilized this
level in our study as we evaluate the words’ sentiments to decide the sentiment of the
document. To refer, we have built a sentiment dictionary since there is not any
comprehensive sentiment dictionary in Turkish. The details of how we create it is

explained in Section 4.

Aspect (feature) level SA can discover different sentiments in a text with their
related targeted terms. It can identify opinion tuples, which consist of a target term,
target attribute (feature), and target sentiment (Boudad, Faizi, Rachid & Chiheb,
2018). A good example of this level is a customer who has both positive and
negative reviews about a product. As expected, the customer may like some features
and dislike other features of a product. The other levels cannot handle such a review

text, and it is preferred in this condition.

Considering the literature, methods used for SA are divided into three categories
as ML-based approaches, lexicon-based approaches, and hybrid approaches as
depicted in Figure 3.2 (Maynard & Funk, 2012). In ML-based approaches, some
famous ML algorithms are applied to predict the sentiment. ML-based text
classification approach can be divided into two categories such as supervised and
unsupervised learning. Supervised methods need a training dataset which should be

labeled. The unsupervised methods are used when there is no labeled dataset.

13



Sentiment

Analysis
1
I I 1
ML-based Lexicon-based .
approach approach Hybrid approach
Supervised Unsupervised Dictionary- Corpus-based

Learning Learning based approach approach
1
I I I 1
Decision Tree . e Rule-based Probabilistic .
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On the other hand, the lexicon-based SA approach relies on sentiment lexicons to

Figure 3.2 Sentiment Classification Techniques

analyze the text. As for the hybrid methods, combination of the ML-based and

lexicon-based approaches are used to improve the accuracy above both the single

approaches. The details of each approach are given below.

3.2 ML-based Approaches

ML-based approach applies ML algorithms and uses linguistic features. It is

divided into two categories: supervised and unsupervised learning. Supervised

learning methods make use of labeled training datasets. Unsupervised learning

methods are used when there is not any labeled dataset available. SA is a text

classification problem which uses linguistic and syntactic features for ML

algorithms.
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3.2.1 Supervised Learning

In the following subsections, we explain some classification algorithms which are

generally used in this field.

3.2.1.1 Probabilistic Classifiers

A probabilistic classifier does not only output the most likely class of the
observation. It can predict a probability distribution over a set of classes. They are
useful when combining classifiers into ensembles or on their own. We introduce

three of them.

3.2.1.1.1Naive Bayes Classifier (NB). NB is the most used classifier. It is simple
and computes the probability of a class based on the distribution of the words in the
document. It ignores the position of the terms as in the Bag of Words feature

extraction. NB is Bayes theorem (Equation 3.1) to predict the probability.

P(label) = P(features|label)

P(label|featureS) = P(featw‘es)

(3.1)

P(label) is the likelihood that a random feature set the label. P(features | label) is
the probability that a given feature set is classified as a label. P(features) is the

probability of a given feature set is occurred.

3.2.1.1.2Bayesian Network (BN). BN model is a directed acyclic graph whose
nodes represent random variables, and the edges represent the conditional
dependencies. There is a complete joint probability distribution over all variables in
the model. The computation complexity of BN very expensive, so it is not widely

used.

3.2.1.1.3Maximum Entropy (ME). The Maxent Classifier is a conditional
exponential classifier, which converts labeled feature sets to vectors through

encoding. This vector is then used to calculate weights for each feature. Combining
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these weights determines the most likely label for a feature set. It is parameterized by
a set of X{weights}, which combines the joint features generated from a feature set

by an X{encoding}. The encoding maps each C {(feature set, label)} pair to a vector.

3.2.1.2 Linear Classifiers

Given X is the normalized document word frequency and A is a vector of linear
coefficients with the same dimensionality with the feature space, and b is the output
of the linear predictor. The calculation of the predictor is the output of the linear
classifier. The predictor is calculated according to Equation 3.2, and it is a

hyperplane between classifiers.

p=4-X+b (3:2)

There are many linear classifiers. We have explained here Support Vector

Machines and Neural Network.

3.2.1.2.1 Support Vector Machines (SVM). SVM algorithms aim to find a
hyperplane in an N-dimensional space. There are many hyperplanes to separate
classes. The objective is to find the plane with a maximum margin, which is the
distance between data points of classes. SVM model determines the linear separators
in the search space, which can best separate the classes. Text data is suitable for
SVM because it is sparse.

3.2.1.2.2 Neural Network. NNs are multi-layer networks of neurons. Xi is the

word frequencies in the ith document and Ais a set of weights related to each

neuron. The linear function of NN is pi given in Equation 3.3.
pPi= A X) (3-3)

NNs imitate the function of the human brain. The output of one layer is the input

to the following layer. It can adapt to changing input and is used in various
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applications such as finance and marketing, especially for fraud detection and risk

evaluation.

3.2.1.3 Decision Tree Classifiers

Decision tree classifier is one of the modeling approaches for predicting in the
field of statistics. It creates classification or regression models in the tree structure. It
breaks data into smaller parts so that the tree is created. It does not require domain
knowledge, and it is popular. While deciding the nodes, the condition is the presence
or absence of the words. The decomposition is done recursively until the leaf nodes

contain minimum numbers of records used for classification.

3.2.1.4 Rule-based Classifiers

In rule-based classifiers, the knowledge is obtained in the form of rules from the
model. It is suitable for the data containing both numerical and qualitative attributes.
It makes use of IF-THEN rules for classification. The left side of the rule represents a
condition on the feature set, while the right side is the class label. The conditions are
generally on the presence of terms because rules on term absence are not meaningful

for sparse data.

3.3 Unsupervised Learning

Text classification is the process of assigning classes to a text according to its
content. Labeled training documents are required for supervised learning. Sometimes
it is difficult to find such labeled documents, and it is impossible to apply supervised
learning techniques for classifying them. In this way, it is easy to find unlabeled
documents.  Therefore, the unsupervised learning methods overcome these

difficulties. Clustering and association are two types of unsupervised learning.
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3.4 Lexicon-based Approaches

Opinion words are utilized to find the sentiment of a text. They are usually
adjectives in the sentences. Positive opinion words express desirable and negative
opinion words express undesirable conditions. There are some approaches to compile
or collect the opinion word list. Managing them manually is very time-consuming.
Therefore, it is usually used together with two other automated systems to avoid the
mistakes resulting from automated methods. These two automated approaches are

explained in the following subsections.

3.4.1 Dictionary-based Approach

In the dictionary-based approach, the process starts with selecting some opinion
words, which are collected manually. This set is then expanded by searching and
including the synonyms or antonyms of the selected words in different popular
corpora or thesaurus such as WordNet or SentiTlrkNet. New words are appended in
the word list and this iterative process is repeated until any new words are discovered.
After the process is ended it is possible to check the consistency and errors manually.
The success of the approach is dependent on the scope of the dictionaries.

3.4.2 Corpus-based Approach

The corpus-based approach enables us to create a context-specific lexicon of
opinion words. There are some methods for creating corpus for SA. These are label
propagation, domain adaptation, pointwise mutual information, matrix factorization,
polar phrase extraction, social media hashtags and emoticons, and conjunction rules
on adjectives. It has the advantage of creating a domain or context-specific lexicon.
Also, it can capture informal terms and slang words. However, it has some

disadvantages. It is not efficient for formal texts and computation intensive.
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3.5 Hybrid Approaches

The hybrid approach is a combination of the ML-based approach and lexicon-
based approach (Medhat, Hassan & Korashy, 2014). A common strategy used to
study SA is to apply either ML-based or lexicon-based approaches. On the other
hand, some studies try to apply both, but not together in a hybrid approach, and
compare the results of them. There are also studies which use hybrid methods
combining lexicon-based and ML-based approaches. Our framework is classified in

this category.
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CHAPTER FOUR
LEXICON EXPANSION

Polarity lexicons are used to estimate the sentiment polarity of a review based on
the polarities of the words constituting it. Some of the studies use dictionaries, and

some of them use corpus. Corpus is domain-specific, but dictionaries are general.

General-purpose lexicons such as SentiWordNet are domain-independent and
have shortcomings that they cannot handle different aspects and cannot differentiate
domains and nations, but they are fast and scalable. For example, the word “big” is

positive for hotel rooms’ size, but it is negative if used for battery size in the camera.

It is difficult to keep these lexicons up-to-date manually. Some automatic
techniques are required for it. Another approach for building polarity lexicons for
languages other than English is translating it from English. Another approach is
starting with seed words and expanding them with their synonyms. We have used
this approach in our study and used SentiTurkNet as seed words. Then, we have used
ASDICT synonyms dictionary and expand our polarity lexicon. We give the details

of these dictionaries in the following subsections.

4.1 SentiTurkNet

STN proposed a semi-automatic approach for assigning the polarity values to the
Turkish WordNet synsets, which has only the polarity classes. Their method uses the
information from Turkish WordNet and the polarity strength from SentiWWordNet.
They applied this method for Turkish, but it can be used for any language. Then, they
controlled the assigned polarity results using three different methods. They show that
their results are better than only translating the words directly from SentiWordNet. It

is the first sentiment polarity for Turkish evaluating its accuracy.
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4.2 ASDICT

Automated Synonym Dictionary Generation Tool for Turkish (ASDICT) is a
synonym dictionary gathered by applying it on the data of Contemporary Turkish
Dictionary published by Turkish Linguistic Association (TDK: Turk Dil Kurumu).

The synonym dictionary generation process was accomplished in four steps. As a
result of these steps, the definite synonyms were classified as Definite Synonym (Dn)
and inserted into the Synonym List (SLi). Some of the words were not classified as
Dn. They were classified as Ambiguity and stored in a file called Ambiguity File
(AF). Then, they were controlled by supervised methods to build a more reliable
synonym database. The synonym database for Contemporary Turkish Dictionary,

called Definite Synonyms Database (DSDB), was constructed by applying ASDICT.

Lemmatization
{Zemberek)

Lemmas of | : : w
5TN terms Cet
SYnOonyms
N
_
23T
—

Figure 4.1 Expansion methodology
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4.3 Expansion Methodology

We have used SentiTirkNet and ASDICT as resources to create our new lexicon.
The steps of expansion methodology are given in Figure 4.1. We have started with
the terms in STN and selected these words as seed words. Then, we have lemmatized
them in Zemberek to reduce the diversity of terms because of Turkish’s agglutinative
feature and increase the matching ratio of the words. After lemmatization, we have
searched the lemmatized words of STN in ASDICT and appended the synonyms of
the words with the same polarity value. This process aims to create eSTN. A simple
scenario of lexicon expansion is also given in Figure 4.2. In this example, a seed
word is selected as “acemi”. Then, the positive and negative polarity values are taken
from STN. Next, synonyms of “acemi” are searched in ASDICT, and “amatdr” is
found which does not exist in STN. Therefore, this term is added in eSTN with the
same polarity values of “acemi”. If it were a word with suffixes such as “acemilik”

then it would be lemmatized with Zemberek to be able to match it with synonyms.

L

|

Amatdr
» | Neg: 0479
Posz: 0.068

|
o

Figure 4.2 Lexicon expansion scenario

Synonym

- Polarity Acemi
values Neg: 0.479
* Pos: 0.068
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We have also defined some rules to make the matching possible. For example, all
verbs are translated in their infinitive form. Inflection suffixes in verbs are so many
that they produce many new features. To translate them into their infinitive form,
first they are lemmatized by Zemberek. Then -mek or -mak is appended at the end of

them so that they are standardized into a simpler form.
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CHAPTER FIVE

ANEW HYBRID SENTIMENT ANALYSIS TOOL

In this chapter, our hybrid approach is explained in detail. In Section 5.1, dataset

collection, in Section 5.2 preprocessing and used tools, in Section 5.3, lexicon

expansion and its statistical results, in Section 5.4, our feature selection with

lemmatization and lexicon usage, in Section 5.5, our feature generation algorithm,

and in Section 5.6, selected ML algorithms and user interface of our tool is

presented.

Step 1. Data Collection

-
E

Step 2. Preprocessing *

Step 3. Feature Selection (M1)

‘ Normalization }—)‘ Tokenization }—)
e

* Step 4. Feature Generation (M2)

- Polarityy,
W Polarityy, New feature —
Polarityy,

Step 5. Machine Learning

L/ ¥

Step 6. Sentiment Results ‘

Negative

Figure 5.1 Our proposed framework

— | ARFF file

Our approach has two main steps: In the first stage, a lexicon score is calculated

according to the polarities of the words which compose the document. In the second

stage, this polarity is added as a new feature according to the lexicon score and the

ML algorithms are learnt. Figure 5.1 shows the proposed hybrid method that aims to
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improve the accuracy of ML algorithms for SA by feeding them with a new lexicon-
based feature. We apply five main steps, which consist of data collection,
preprocessing and lexicon expansion, feature extraction with lemmatization (M1),
polarity-based feature generation (M2), and ML. All steps are presented in the
following subsections.

5.1 Data Collection

As for the dataset, we have chosen three different datasets. Two of them are
customer review, and one is Twitter dataset. Customer review datasets are about
hotel and movie reviews. In the beginning, we have started the research with
customer review datasets. Then, to analyze our method’s effect on short and

misspelled words, we included Twitter dataset.

Table 5.1 Sample texts from datasets

Datasets Text

Hotel pislikten kalamadik tatilbudur com mikaturdan da Kisilik gecelik rezervasyonumuz
sonucunda kerasus hotele gittik katta bir oda verildi tambir pislik yuvasi halindeki
oda nem kokuyor havlular sapsari tuvalet berbat yatak ve koltuk berbatti kalmadan
dk icinden otelden ayrildik resepsiyon muduresi adi altinda bir bayan gecelik ucreti
kredi kartimdan kestirmis yetkili birinle gorusmeye calistim fakat muhatap
bulamadim kesinlikle kerasus otele ve tatilbudur com mikatur a inanmayin paranizla

rezil oluyorsunuz bogle tatil olmaz olsun

Movie Rahmetli Kemal Sunal demek buradan almis senaryoyu. izlerken ne biiyiik keyif
aldigimi tarif edemem. Ne kadar muhtesem bir film ya. O donemler de boyle filmler

yapiliyormus iste. Seni asla unutmayacagiz Chaplin...

Twitter #vodafone icin Buyuk eksiklik. Apple urunlerinde kullanilmak uzere #turkcell online

islem gibi bir app yapmadilar, yapamadilar.

In this study, experiments are done by using three different datasets to evaluate
the results of the methodology on different types of data. Movie review and hotel
review datasets are downloaded from the Hacettepe University Multimedia
Information Retrieval Group’s website. Movie reviews on this website are collected

from beyazperde.com and hotel reviews are collected from otelpuan.com. All
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extracted movie reviews are rated by their authors according to stars. One or two
stars is classified as negative, while 4 or 5 stars is classified as positive. Similarly,
hotel reviews are rated between 0 and 100 instead of stars. The negative reviews are
selected from 0 to 40-point reviews and the positive from 80 to 100-point reviews. A
completely different dataset consisting of Tweets is also used in the experiments to
control the accuracy of the proposed methodology. This dataset is taken from the
website of the Kemik NLP group of Yildiz Technical University. It consists of 3000
Turkish tweets having three classes for SA as positive, negative, and neutral. We
have chosen these datasets to compare their experimental results with ours and due to
their balanced nature. Some text examples from the datasets are given in Table 5.1.
As it is seen, hotel reviews are long and have more negative words. Movie reviews
are shorter than hotel reviews. Twitter texts are about telecommunication. They are
short texts and have many misspelled words, mentions, retweets, emoticons, and

abbreviations.

5.2 Preprocessing

For a given dataset, the first step of SA is preprocessing, which involves a series
of methods to improve the following phases. First, we normalize the input document
utilizing the ITU NLP tool (Eryigit & Torunoglu-Selamet, 2017) and break it into
tokens by using Zemberek. Then we lower the tokens to prevent mismatches because
of case sensitivity. We also remove the tokens shorter than two characters to reduce

the stop words.

5.2.1 ITUNLP Tool

ITU NLP tool is an NLP platform developed by the NLP group of Istanbul
Technical University. It operates as Software as a Service, and it enables the
researchers to do many NLP operations such as preprocessing, syntax, and entity
recognition. The users can use this platform by file uploads, web interface, and Web
APIs. The tool provides these components: Tokenizer, Deasciifier, Vowelizer,
Spelling Corrector, Normalizer, isTurkish, Morphological Analyzer, Morphological
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Disambiguator, Named Entity Recognizer, and Dependency Parser. We have used

the Normalizer component in our method.

5.2.2 Zemberek

Zemberek is an NLP library for Turkish written with Java. It has many functions
such as morphological analysis, disambiguation, word generation, tokenization,
sentence boundary detection, spell checker, normalization, named entity recognition,
text classification, and language identification. It is open source and can be
enhanced. In our study, we have made use of it for tokenization as it is free.

5.3 Lexicon Expansion

STN, the lexicon used in our study, is the first comprehensive polarity lexicon for
Turkish, and it is constructed using a semi-automatic approach. It is based on Turkish
WordNet (Ehsani, Solak & Yildiz, 2018) and is mapped to both SentiWordNet and
WordNet. It contains polarity values for all 15,000 synsets of Turkish WordNet, but
the coverage size is small. To improve the performance of our matching process for
lexicon-based feature generation, ASDICT is explored and utilized. The basic data
source used in ASDICT is the Contemporary Turkish Dictionary (CTD), which
includes more than 70,000 words and was published by the Turkish Linguistic
Association (Turkish abbreviation: TDK). Supervised methods are used to generate a
reliable synonym dictionary and handle the ambiguities arising from the different
meanings of words. For the synonym dictionary, all ambiguities are examined and
finalized by the experts of the TDK and the College of Social Sciences and Literature
of Dokuz Eylul University (DEU). In our lexicon expansion step, all words in
ASDICT are searched in STN. If there is a match, the synonyms are added to STN
with the polarity values that are already in STN. The new lexicon is called extended
STN (eSTN). Objective terms are excluded from eSTN because binary classification
is the goal. Multiword terms are also removed since our features are words as
unigrams. The coverage rates of STN and eSTN are compared on all datasets after

applying the lemmatization to evaluate the effectiveness of the expansion process.
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Table 5.2 Coverage rates of lexicons

Coverage rates | STN | eSTN | Increase

Movie 449 685 53%
Hotel 415 780 88%
Tweet 145 284 96%

According to the results given in Table 5.2, the performance of eSTN varies
depending on the type and size of the dataset. The average increase in the coverage

rate is approximately 78%.

5.4 Feature Selection with Lemmatization

After preprocessing, the datasets and eSTN are lemmatized using Zemberek. The
aim of the lemmatization is to convert the word into a standard format by removing
sentimentally insignificant suffixes. In this way, the number of tokens is reduced.
Lemmatization is done by preserving negations in the word. For this, Turkish
suffixes such as -me/-ma and -siz/-siz are conserved. The verbs are also translated

into infinitive form, as seen in Table 5.3.

Table 5.3 Term lemmatization example

Term before lemmatization | Term after lemmatization
Akilsiz akilsiz

anlagsmazlik anlasmamak

begenilmeyen begenmemek

dumanlt dumanl

guraltala guraltala

The main challenge of text classification is dealing with a massive number of
tokens. They prolong the learning time and affect the ML algorithms’ performance
negatively. Feature extraction with our lemmatization approach is proposed to
overcome this problem. It is implemented by lemmatizing tokens of texts and eSTN

terms, and it also reduces the dimensionality, as seen in Table 5.4.
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Table 5.4 Feature extraction with lemmatization

Before lemmatization Kesinlikle izlenip desteklenmesi gereken miithis bir film konu

olarak orjinal bir film oldugunu da séylemeliyim (16 tokens)

After lemmatization Kesin izlemek desteklemek gerek miithis film konu olmak

orjinal film olmak sdylemek (12 tokens)

After feature selection | Kesin desteklemek gerek miithis orjinal (5 tokens)

5.5 Polarity-based Feature Generation

One of the contributions of this thesis is the generation of a new polarity-based
feature, which improves the results significantly. In the feature extraction step, the
tokens are lemmatized. In this step, the lemmatized tokens of a document are
searched in eSTN and matching tokens are used to create the polarity-based feature.
The number of positive tokens and the number of negative tokens is calculated using
eSTN, and the value of the new feature is calculated considering the algorithm in

Figure 5.2.

Feature Generation Algorithm
Input : S1 - Document as String
Output: polarity prediction - predicted sentiment class

1: procedure GENERATE FEATURE ( S1 )

2: BEGIN

3 polarity scoresi « 0//initialize polarity score

4: for i —~ 0, numberOfTokens do

5: if (S:[i] i1s positive) then // result of STN matching
6 pPOSs: « possi + 1 // number of positive tokens
7 polarity scores: « polarity scores: + polaritysiij
8 else if (S:[i] is negative) then

9: negsi « negs: + 1 // number of negative tokens
10: polarity scoresi « polarity scores: — polaritysijij
11: if ( possi— negs: >= 2 ) then

12: polarity predictions: « pos

13: else if ( negs: — poss: >= 2 ) then

14: polarity predictionsi « neg

15: else

l6: if (polarity predictions: < 0) then

17: polarity predictionsi « neg

18: else

19: polarity predictionsi « pos

20: return polarity predictions:

21: END

Figure 5.2 Feature Generation Algorithm
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As seen in Figure 5.3, the proposed feature generation algorithm takes the text as
input and creates the lexicon-based new feature as output. After preprocessing and
feature extraction, “harika”, “stiper degil”, “giizel”, “eski”, and “iyi” are the selected
features for the given example text. As it was mentioned, when “degil” is
encountered, the polarity value of the token just before it is negated. This means the
values of negative and polarity scores are interchanged, as in Table 5.5. Then the
polarity values and class labels of the tokens are taken from eSTN and processed

according to our proposed algorithm. Based on the results of the algorithm, the

Text

Jim Carrey harika bir oyuncu. Film super degil ama giizel degigilk bir senaryosn
var, ortalikta hala eski senaryolarla dolagam ve prim yapmaya ¢alisan o kadar
film varke dogrusu ivi geldi. Izlense iyi olur degecek bir film

M1 (feature zelection)

/'_ Token Pos Neg Class \

Harika 1 0 pos

Super degil 0 1 neg
Giizel 073 007  pos
Eski 006 073  neg
Iy 075 008  pos

. J

M2 (feature generation)

4 )

Number of pos tokens =3
Number of negative tokens =2
Pos toleens — neg tokens = 1
Total pos polarity =2.54

Total neg polarity = 1.83

Pos polarity — neg polarity = 0.66

.

Figure 5.3 Feature Generation Scenario
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number of positive tokens, the number of negative tokens, the difference between
them, total positive polarity, total negative polarity, and the difference between them
are calculated. Since the difference between positive tokens and negative tokens is
not greater than or equal to 2 in this example text, the difference between positive
polarity values and negative polarity values is calculated. It is found as 0.66, and

since it is a positive value, a new feature is generated as positive.

Table 5.5 Handling negations

Term Positive polarity | Neutral polarity | Negative polarity
glzel (beautiful) 1 0 0
giizel degil (not beautiful) 0 0 1
fena (bad) 0.035 0.02 0.945
fena degil (not bad) 0.945 0.02 0.035

The threshold value in this algorithm is selected with Grid search (Thisted RA.,
1988). It is a technique that scans the data to configure the optimal parameters for a
given model and works in an iterative way. In our model, we experiment with
parameters 1 to 3. The grid search iterates through each of them and compares the
result for each value. To evaluate the results, NB is selected as ML algorithm, and all
configurations are run on all datasets. 5-fold cross-validation is selected because it is
computationally intensive. The results are evaluated for accuracy. The average
accuracy values for all datasets are 87.25% for parameter=1, 87.43% for
parameter=2, and 87.36% for parameter=3, respectively. It finds the best parameter

as 2 for our model.

5.6 Machine Learning

As the last step of our proposed approach, we have run NB, J48, and SVM
algorithms with 10-fold cross-validation. We have used WEKA for the execution of
the algorithms. We have implemented a desktop application on the Visual
Studio .Net framework to apply processes of the proposed approach. The user

interface of our tool can be seen in Figure 5.4.
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In our tool, there is an import function to include the learning data as negative and
positive texts. Another function is for preprocessing of the dataset. We remove stop
words and transform all words into lower case. For normalization, we use ITU NLP
tool. To tokenize and lemmatize the normalized text, we use Zemberek . Then, we
create ARFF file from the resulting texts. Finally, using this file on WEKA, the
results of algorithms are obtained. In the text box, the results of each step of the

proposed approach are listed.

5! Hybrid Sentiment Analysis — O X

Import Data Preprocessing Module ARFF Creator Machine Leaming

Positive Preprocess Normalization Positive Select ARFF

Generate ARFF
Negative Tokenization / Lemmatization Negative Naive Bayes 89.98%
J48 88.96%

Text SVM 91.96%
Original Text

Genel olarak iyi bir tesis. Memnun kaldm. ik gece yalniz gok gt vard uyuyamadik Sonrasinda odamizi dedigtirdiler daha giizel bir
odaya alindik.

Preprocessed Text
genel olarak iyi bir tesis memnun kaldm ilk gece yalmiz gok gOniltd vardi uyuyamadik sonrasinda odamizi dedigirdiler daha glizel bir
odaya alindik

Momalized Text
genel olarak iyi bir tesis memnun kaldim ik gece yalmiz ok gUritd vard uyuyamadik sonrasinda odamizi degigtirdiler daha glzel bir
odaya alindik

Tokenized / Lemmatized Text
genel ol iyi bir tesis memnun kalmak ilk gece yalniz gok guniltt var uyumamak sonra oda degismek daha glzel bir oda alinmak

Figure 5.4 User interface of the proposed tool
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CHAPTER SIX
EXPERIMENTAL STUDY

6.1 Dataset Statistics

In this study, experiments are done by using three different datasets to evaluate
the results of the methodology on different types of data. Movie review and hotel
review datasets are downloaded from the Hacettepe University Multimedia
Information Retrieval Group’s website. Movie reviews on this website are collected
from beyazperde.com, and hotel reviews are collected from otelpuan.com. All
extracted movie reviews are rated by their own authors according to stars. One or
two stars is classified as negative, while 4 or 5 stars is classified as positive. In a
similar way, hotel reviews are rated between 0 and 100 instead of stars. The negative
reviews are selected from 0 to 40-point reviews and the positive from 80 to 100-point
reviews (Ogul & Ercan, 2016). A completely different dataset consisting of Tweets is
also used in the experiments to control the accuracy of the proposed methodology.
This dataset is taken from the website of the Kemik NLP group of Yildiz Technical

University. It consists of 3000 Turkish tweets having three classes for SA.

Table 6.1 Statistics of the datasets

Datasets | # of instances | # of sentences | # of tokens
Movie 49,476 106,813 1,345,726
Hotel 11,164 17,874 738,216
Tweets 1,756 2,535 19,056

The statistics of the datasets, including the number of instances, sentences, and
tokens are represented in Table 6.1. The dataset having the most instances is Movie
dataset, and the less is Twitter. Twitter dataset has 3000 tweets, but we have removed
neutral instances from it, so it has 1756 instances. Hotel dataset’s reviews are longer

than the others.

The texts in tweets are informal and have many misspelled words, but hotel and

movie reviews are usually well-written and have sentimental words. Movie dataset
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has the largest number of sentences. Although Hotel dataset is fewer sentences, the
length of its sentences is too longer than other datasets. According to the number of

tokens, the words in Movie dataset are shorter than others.

6.2 Evaluation Metrics

The algorithms used in the study are NB, SVM, and J48. NB is selected as a
probabilistic classifier, SVM is selected as a linear classifier, and J48 is selected as a
decision tree classifier. NB is one of the simplest and most used machine learning
algorithms used for text classification and based on the statistical Bayes theorem and
conditional probability. The NB classifier presumes that the impact of a feature’s
value on a given class is independent of the values of other attributes. SVMs are
based on the structural risk minimization principle (Vapnik, 1995), which is the idea
of finding a hypothesis (h) with the lowest error (Joachims, 1998). The error is the
probability that h will have when it encounters new or randomly selected data. They
can learn the dimensionality of features independently and therefore work well for
text categorization. J48 is a C4.5 decision tree algorithm for classification based on
binary trees. The main idea is to divide the data into ranges based on the attribute
values in the training set (Goyal & Mehta, 2012). The evaluation metrics used are
accuracy, precision, recall, and f-measure, which are defined using the terms in Table
6.2.

Table 6.2 Definition of confusion matrix

Predicted class

P N

Actual

class

TP (True positives): The number of true
positives, i.e. the number of files

that are classified as positive correctly

FN (False negatives): The number of false
negatives, i.e. the number of files

that are classified as negative incorrectly

FP (False positives): The number of false

positives, i.e. the number of files

that are classified as positive incorrectly

TN (True negatives): The number of true
negatives, i.e. the number of files

that are classified as negative correctly

Accuracy (Acc) is the ratio of the number of documents that are correctly

classified to the total number of documents. The calculation of accuracy is given in

Equation 6.1.
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Acc=(TP+TN)/(TP+TN+FP+FN) (6.1)

Precision (Pr) is the probability that a randomly selected document is retrieved as
relevant. It is calculated as the ratio of the total number of positive files that are

correctly classified to the total number of positive classified files, as in Equation 6.2

Pr=TP/(TP+FP) (6.2)

Recall (Re) is the probability that a randomly selected relevant document is
retrieved in a search. It is calculated as the ratio of the total number of positive files
that are correctly classified to the number of positive files that are in the dataset, as in

Equation 6.3.

Re=TP/(TP+FN) (6.3)

The F-measure (Fm) is the harmonic mean of precision and recall, and it is

calculated as in Equation 6.4.

Fm=2xPr+Re/(Pr+Re) (6.4)

6.3 Experimental Results

All datasets used in the experiments are balanced and have separate training and
test sets, except the Twitter dataset, and all experiments run with 10-fold cross-
validation. We have applied train/test ratio as 80/20. According to the experimental

results, there are improvements in all three datasets.

We have experimented on three datasets with three methods. These methods are
only ML, only lexicon, and hybrid. The results show that our hybrid approach
outperforms both the lexicon-based and ML-based results in all datasets, as seen in
Table 6.3.
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To check the effectiveness of the new feature, the attributes are ranked using a
filter-based attribute selection method, with information gain (IG) as an attribute
evaluator and ranker as a search method, then sorted according to IG score. The
experimental results are shown in Table 6.4. It is clearly seen that our new attribute
named “type” is the first ranked attribute, having by far the best IG ranking score in
all three datasets. The scores are 0.17388 in Movie, 0.32817 in Hotel, and 0.04737 in
the Twitter dataset, respectively. The score in the Twitter dataset is less than the
others because the Tweets in the dataset are very short and there are some
abbreviations and jargon, which makes finding strong sentiment words harder.
Despite this, our new feature is still in the first rank. Although the second and third-
ranked features are the most used and powerful sentiment words in the language, the

new feature has more impact in terms of sentiment.

Table 6.3 Summary of experimental results

Average
Dataset | Classifier | Method Accuracy
Pr Re Fm
NB ML 0.83 | 0.804 | 0.8 80.35%
Hybrid 0.891 | 0.889 | 0.889 | 88.93%
SVM ML 0.799 | 0.799 | 0.798 | 79.85%
Movie Hybrid 0.863 | 0.863 | 0.863 | 86.31%
148 ML 0.689 | 0.674 | 0.667 | 67.35%
Hybrid 0.781 | 0.779 | 0.779 | 77.92%
Lexicon 0.67 | 0.79 | 0.725 | 70.93%
NB ML 0.875 | 0.838 | 0.834 | 83.80%
Hybrid 0.909 | 0.9 0.899 | 89.98%
SVM ML 0.912 | 0911 | 0.911 | 91.14%
Hotel Hybrid 092 | 092 | 0.92 | 91.96%
148 ML 0.869 | 0.861 | 0.86 | 86.10%
Hybrid 0.892 | 0.89 | 0.889 | 88.96%
Lexicon 0.73 | 091 | 0.81 78.88%
NB ML 0.7 0.702 | 0.701 | 70.21%
Hybrid 0.834 | 0.834 | 0.834 | 83.37%
SVM ML 0.716 | 0.708 | 0.71 70.84%
Twitter Hybrid 0.822 | 0.818 | 0.819 | 81.83%
148 ML 0.672 | 0.667 | 0.647 | 66.69%
Hybrid 0.729 | 0.727 | 0.728 | 72.72%
Lexicon 0.53 | 081 | 0.64 | 62.81%
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To improve the results’ generalizability, they are tested using three different
algorithms, i.e., NB as a probabilistic classifier, SVM as a linear classifier, and J48
as a decision tree classifier. The results of lexicon-based experiments are also
included to compare. As a result of nine runs with three algorithms, the minimum
difference between baseline and our approach’s accuracy was 1.12% in the Hotel
dataset with SVM. On the other hand, the maximum difference was 13.33% in the
Twitter dataset with NB, as seen in Figure 6.1. The average improvement in all

datasets with all algorithms was 7%.

Table 6.4 1G score of new generated feature

Datasets Id Name Score
Movie dataset 4200 type 0.174
103 kot (bad) 0.036
26 harika (wonderful) 0.032
Hotel dataset 3053 type 0.328
1251 berbat (terrible) 0.151
19 glizel (beautiful) 0.124
Twitter dataset 2468 type 0.047
68 guzel (beautiful) 0.038
66 hayat (life) 0.038
. 90.03 92.26 .
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Figure 6.1 The experimental results of different ML algorithms

To evaluate the statistical significance of the results, we have performed a two-

way ANOVA test. The statistical test results can be examined in Figure 6.2. In this
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figure, DF, SS, MS, and F denote degrees of freedom, the adjusted sum of squares,
mean squares, F-statistics, and probability value, respectively. As it can be observed
from the results, there is statistically significant difference (P < 0.001) for the means
of the compared classifiers, datasets, and methods. Also, the 95% confidence interval
for the compared algorithms based on the pooled standard deviation is presented in
Figure 6.3 through Figure 6.6, which supports the results shown in Figure 6.2. Based
on the statistical significances between the empirical results on three datasets, Figure
6.3, 6.4, 6.5, and 6.6 are divided into two regions denoted by red dashed lines for
precision, recall, f-measure, and accuracy values. An interval plot shows a 95%
confidence interval for the mean of each group. It is revealed that precision, recall, f-

measure, and accuracy are all above the red line for this confidence interval.

Analysis of Variance // For precisicn

Source DF 2dj 53 2dj M5 F-Value P-Value
Claszifier 2 0,0235% ©0,0117397 15,21 0,000
Datazet 2 0,10429% ©0,052145 87,25 0,000
Methods 2 0,01883 0,009417 12,14 0,000

Error 20 0,01551 0©,000775

Total 26 0,18223

Enalysi= of Variance /J/ For recall

Source DF kdj 55 kdj M3 F-Valus P-Value
Claszifier 2 0,02254 0,011z2&8 12,51 0,000
Datazet 2 0,08718 O,048588 53, %6 0,000
Methods 2 0,02391 ©0,011895& 13,28 0,000

Error 20 0,01801 0©,000200

Total 26 D0,1ela3

Analysis of Variance /¢ For f-neasure

Source DF 243 55 2dj M3 F-Valus P-Value
Claszifier 2 0,024E3 0,012413 13,08 0,000
Dataset Z 0,0%837 0,045184 51,77 0,000
Methods 2 0,02684 0,013320 14,02 0,000

Error 20 0,01%00 0©,0005%50

Total 26 D0,1e8E3

Analysis of Variance /7 for sccuracy

Source DF A4 S5 Adj M5 F-Value FP-WValue
Claszifier 2 225,3 112,849 12,44 a, 000
Datazet 2 9e%, 6 484,318 53,56 a, 000
Methods 2 23%,5 115,739 13,23 a, 000

Error 20 181,0 9,052

Total 26 1815,5

Figure 6.2. ANOVA results
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Figure 6.3 Interval plot of precision values
Interval Plot of Recall Values
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Figure 6.4 Interval plot of recall values

Hence, it is indicated that the differences between the results obtained by the
proposed scheme (M2) are statistically significant compared to the results obtained
by the baseline methods. There are significant improvements achieved with our
hybrid SA framework in Turkish in all runs. SVM usually has the highest accuracy
of all classification algorithms due to its robust nature, but it requires an extensive
training set and a very long training time. The NB method is improved with our

approach and surpassed the SVM and J48 in all cases except the Hotel dataset.
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Interval Plot of F-measure Values
95% CI for the mean
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Figure 6.5 Interval plot of f-measure values
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Figure 6.6 Interval plot of accuracy values

Finally, we compare our approach to previous SA studies using the same datasets.
These studies, their techniques, and accuracy values are given in Table 6.5. First, in
(Cetin & Fatih, 2013), the authors investigated the feasibility of active learning for
Turkish SA. The aim of active learning is to get the same or better results with
smaller amounts of training data. They experimented with the Twitter dataset that we
used and the NB method. The results of the system with active learning were better
than only NB with accuracy values 64% and 62.6%, respectively. Another study
(Parlar, Sarac & Ozel, 2017) using the same Twitter dataset compared the
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performance of four feature selection methods using logistic regression. They
showed that query expansion ranking (QER) and ant colony optimization (ACO)
methods outperformed other traditional feature selection methods for SA. They
evaluated their results with Fm using 5-fold CV and got the best results with QER.
Movie and hotel datasets were prepared and used in (Ucan, Naderalvojoud, Sezer &
Sever, 2016). They proposed an automatic translation approach to creating a lexicon
for a new language. They used English resources mapping automatically to Turkish
and constructed three different lexicons using different methods. Finally, they
experimented with their lexicons and got the best accuracy value of 70.35% for
Movie and 80.68% for Hotel utilizing TSDp, which is a lexicon prepared by parallel-
based translation approach. Their ML-based results with SVM were 84.6% and
79.7% in the Movie and Hotel datasets, respectively. By all accounts, our hybrid

method performs better on all the same datasets.

Table 6.5 Comparison of studies

Method Dataset | Technique Results
Cetin M., Fatih A.M. Twitter | NB Acc: 62.6%
Cetin M., Fatih A.M. Twitter | NB + active learning Acc: 64%
Parlar T., Sarac E., Ozel S.A. | Movie | Logistic regression + QER | Fm: 0.779
Ucan A. et al. Movie | Lexicon Acc: 70.35%
Ucan A. et al. Movie | SVM Acc: 84.6%
Ucan A. et al. Hotel Lexicon Acc: 80.68%
Ucan A. et al. Hotel SVM Acc: 79.7%
Our method Twitter | Hybrid (NB + eSTN) Acc: 83.37%
Our method Hotel Hybrid (SVM + eSTN) Acc: 91.96%
Our method Movie | Hybrid (SVM + eSTN) Acc: 86.31%
Our method Movie | Lexicon Acc: 70.93%
Our method Hotel Lexicon Acc: 78.88%

6.4 Threats to Validity
This subsection considers threats to validity. The types of them are threats to

construct validity, threats to internal validity, and threats to external validity. Threats

to construct validity is about the qualification of the evaluation metrics. In this study,
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precision, recall, F-measure, and accuracy is used like most of the past studies,
therefore threats to the construct validity is minimized.

Threats to internal validity are biases that may be done by experimenters. For
instance, when using supervised learning techniques, the dataset must be labeled.
The labeling process may be subjective, and therefore it is better to involve some
people looking as an outsider to double-check the labels. In our study, there are
known datasets that are created considering this internal validity. The Movie and
Hotel dataset is taken from HUMIR. These datasets are selected from two popular
websites. The movie reviews are collected from “beyazperde.com” and hotel reviews
from “otelpuan.com”. The Movie reviews are investigated, and they were already
rated by own authors between 1 and 5 stars. The negative reviews are created from 1
and 2 stars. The positive reviews are created from 4 and 5 stars. The Hotel reviews
are investigated, and they were already rated by their authors between 0 and 100
points instead of stars. The negative reviews are created from 0 to 40-point reviews.
The positive reviews are created from 80 to 100-point reviews. Twitter dataset is
taken from Yildiz Teknik University Kemik NLP Group. Another threat to internal
validity is the selection of attributes used for classification. In this case, True Positive
Rates (TPR) and False Positive Rates (FPR) can be too low or high. It is minimized

by using 10-fold cross validation.

Threats to external validity is about the generalizability of the results. Our
framework is tested on 3 datasets with different size and from different domains to
guarantee that our results will apply to all type of datasets. It is also tested with 3
different ML algorithm each of them from different type of supervised techniques.
The use of a single machine learning algorithm can be a threat to the external validity
of this study. Therefore, NB is selected as probabilistic classifier, SVM is selected as
linear classifier, and J48 is selected as decision tree classifier. It is believed that
threats to external validity are minimized, but in the future new datasets and new

algorithms will be tested additionally.
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CHAPTER SEVEN
CONCLUSION AND FUTURE WORKS

7.1 Conclusion

Sentiment analysis is the study of understanding people’s opinions and attitudes
for an entity, people, or service. In the last decades, with the widespread usage of
microblogging sites, forums, social media platforms, and e-commerce sites, people
widely share their opinions on the Internet. The amount of data transmitted by the
users on social media platforms is enormous; therefore, it is named as big data. It is
not practical to analyze and understand this big data manually. It is better to

computerize this process by using SA techniques.

There are some areas where the SA is useful. For instance, companies and
organizations need to be aware of their employees’ and customers’ feelings about
their organizations. Human resources also would like to discover whether a potential
employee will be loyal or leave after receiving training and benefits. Besides, the
tweets about the candidates are used to predict the results of elections by the
government. People read the customer reviews about the products and decide
whether it is satisfiable or not for them. There is much usage of social media data
like these. In the context of analyzing big data for its sentiment, a question arises,
whether it is possible to improve the existing SA results using a new hybrid

approach. We have researched for it and obtained promising results.

In this thesis, we aimed to answer this question by performing experiments with
our hybrid approach for SA in Turkish on three different datasets (Movie, Hotel, and
Twitter) by three different ML algorithms of NB, SVM, and J48. As part of this
thesis, we have developed a framework to conduct data collection, preprocessing,
ARFF creation, and hybrid SA steps.

Through this research three main contributions were made: 1) to the best of our
knowledge, it is the first study proposing and testing a hybrid SA method in Turkish;
2) the first comprehensive Turkish SA dictionary, STN is expanded using the
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Automated Synonym Dictionary; 3) lemmatization in NLP is adapted for Turkish SA
to preserve the positive and negative meaning of tokens.

We showed that the accuracy of the SA for all datasets can be improved by
combining the powerful aspects of ML-based and lexicon-based approaches in our
hybrid approach. To improve the experimental results, on the lexicon-based side,
STN is expanded with ASDICT, and a lexicon score is calculated based on the
polarity of the words in eSTN. It is performed by finding all the synonyms of terms
in STN in ASDICT and including them with the same polarity scores in the eSTN.
Experiments showed that by using eSTN, the matching terms increased by 53% in

Movie dataset, 88% in Hotel dataset, and 96% in Twitter dataset.

As for the feature selection by lemmatization, which is one of our study’s
contributions, we have utilized Zemberek by customizing it with some rules. For
instance, we have not stemmed all suffixes. We have preserved the meaningful
suffixes such as -siz, -siz, -li, -li. Also, we have transformed all words which have
verb stem into the infinitive form. Through this method, the number of features is
reduced significantly. It is a natural feature selection approach.

The other contribution in our study is new feature generation algorithm. It is
generated utilizing eSTN and included in the ARFF file as a new feature. Then, we
have evaluated the effect of it in all datasets. According to experimental results, the
ranking of all features based on the IG scores show that the lexicon-based new

feature is at the top of the list, confirming its relevance.

Another point to emphasize is the negation handling issue. We have preserved the
suffixes containing positive or negative meaning to conserve the sentiment.
Additionally, we have handled the negation resulting from the word “degil”. The
words’ polarity values preceding this word are negated as swapping the scores of

positive polarity and negative polarity.
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We evaluated our method with 3 different algorithms on 3 different datasets and
using 10-fold cross-validation. Experimental results show that the hybrid method
achieves a minimum 77.92% accuracy with j48 and a maximum of 88.93% with NB.
It is better than ML results from 7% to 10%. In Hotel reviews, it achieves a
minimum 88.96% accuracy with j48 and a maximum of 91.96% with SVM. It is
better than ML results up to 6%. The increase is not as much as in movie reviews
because the reviews are long and well-written. Therefore, even ML techniques are
successful on their own. We are glad that there is still an improvement. In Twitter
reviews, it achieves a minimum of 72.72% accuracy with j48 and a maximum of
83.37% with NB. It is better than ML results, up from 6% to 13%. Tweets are
informal texts and have abbreviations, hashtags, and misspellings. For this reason,
ML algorithms scored only 70% accuracy at most. The hybrid approach improved it

reasonably.

To evaluate the statistical significance of the results, we have performed a two-
way ANOVA test. According to the results of ANOVA, there is a statistically
significant difference (P < 0.001) for the means of the compared classifiers, datasets,
and methods. In addition, the 95% confidence interval plots for the compared
algorithms based on the pooled standard deviation is calculated. The interval plots
show a 95% confidence interval for the mean of each group. It is showed that
precision, recall, f-measure, and accuracy are all above the red line for this

confidence interval.

To conclude, we have compared our experimental results with the studies using
the same dataset as the benchmark. The findings of this thesis demonstrated that our
hybrid approach outperforms both ML-based and lexicon-based approaches. These
results have serious implications for both industry and academia.

7.2 Future Works

This study has some limitations which should be addressed for future work. One

of the future directions for the proposed approach consists of research on aspect-
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based SA and its subtasks to improve the system’s overall performance. Datasets we
have used generally have one sentiment for all documents. However, our approach
may not be sufficient for long documents that have different sentiments for several
entities. It is named multi-polarity. Aspect-based SA is fine-grained, so it is more

appropriate for such texts.

As another future work, we would like to evaluate the proposed method on some
English datasets to check its effectiveness in multilingual environments. NLP is
particular and dependent on a language specifically. We have also developed our
negation handling according to Turkish linguistic features, but our feature generation
algorithm is a generic approach. It is applicable to all languages, and with some

adaptations for NLP, we believe that this approach can also obtain successful results.

Besides, word vectors such as Word2Vec may be used to improve the quality of
the feature selection process. BOW model we have used cannot capture the meaning
between words. It captures the words as features only. Word embeddings such as
Word2Vec use a model to map a word into vectors so that similar words will be
closer to each other. This model takes the surroundings of a word according to a
window size to maintain the semantical information of words. In this way, we can

also apply deep learning techniques and compare the results with ours.

Furthermore, the lexicon may be improved with other methods and expanded to
increase the scope of it. Our hybrid approach utilizes eSTN, which is more
comprehensive than STN. The quality of the lexicon is vital for SA because the
polarities are obtained from there. The better the dictionary, the more words it is

caught. Therefore, sentiments are evaluated more precisely.

Finally, we may focus on the classification of negative, sarcasm, or irony
containing statements. Sarcasm is hard to detect because the real sentiment is the
opposite of the word’s meaning due to the irony. Sarcasm is different from negation
because it contains intensified positive words to express a negative opinion.

Especially, there are sarcastic sentences in tweets, which make it hard to train models
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for ML algorithms. If we handle this problem, the evaluation results will be better.
Another issue is about determining the range of the negation. We can take negation
by reversing the words’ polarity, but it is difficult to decide how many words should
be affected by negation. Ambiguity is also a problem when it is impossible to decide
the sentiment in advance without knowing the context because some words are

dependent on the context. We are also planning to tackle such linguistic issues as
future work.
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APPENDICES

APPENDIX 1: LIST OF ACRONYMS

Acronym Definition

ASDICT Automated Synonym Dictionary
AUC Area Under Curve

BN Bayesian Network

CTD Contemporary Turkish Dictionary
DEU Dokuz Eylul University

eSTN Extended SentiTiirkNet

FPR False Positive Rates

GA Genetic Algorithm

IG Information Gain

ML Machine Learning

MNB Multinomial Naive Bayes

NB Naive Bayes

NLP Natural Language Processing
PCA Principal Component Analysis
RF Random Forest

SA Sentiment Analysis

STN SentiTurkNet

SVM Support Vector Machines
TDK Turkish Language Society
TPR True Positive Rates
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APPENDIX 2: SAMPLES FROM DATASETS
Hotel dataset

80101;Hotel Review;asla gidilmeyecek bir otel hasta oldukotel tam anlamiyla bir
fiyasko satin alirken ve web sitesinde goziinuze carpan en buyuk 6zellik otelin tim
alanlarinin yenilenmis olmas1 ama bunun gergekle alakas1 yok odalar en az yillik bir
otel harabeliginde yemekler ve 6zellikle kahvalti tam bir hayal kiriklig1 kahvaltidaki
yiyecekler asla yenmeyecek ve yedirilmeyecek kadar koti bir tane lekesiz temiz bir
tabak bardak veya ¢atal kagik gérmeniz olas1 bile degil igecek konusunda su degil
zehirli su katilmis gibi gergegi ile alakasi olmayan igecekler ice tea yada soguk ¢ay
cinsi birsey otelde asla yok konsepte uygun degilmis agiklama bu soguk ¢ay hangi
konseptin ki acaba bu otele uymuyor garsonlarin hepsi kendi dalinda bir kabaday1
restaurant mudird denen kisi inanilmaz yeteneksiz asla yeme igme kiiltiirli yok
gergekten birsey isteyipte almaniz mucize birde asil bir mevzu varki anlatilmaz bu
otelde can giivenliginiz yok oda anahtar1 kardesimdeydi ben resepsiyona anahtar
almaya gittim sirf anahtar yapmamak icin elimde anahtar yok dedi benim sorunum
degil bulacaksiniz ben odama girecegim anahtar kardesimde oda otel disinda dedim
sordu oda numarami yapt1 verdi ama tuhaf olan suki ne oda numaramdan adimi
kontrol etti yada higbirsey sormadi bizi daha 6ncede gormedi ki giiven esasli verdi
diyecegim yani herkes oda anahtarini alip herseyi yapabilir otelde sampuan yok
tamam kimse kullanmiyor belki ama * I1 bir otelde nasil olmaz otelde terlik yok yani
yoklar oteli ama sunu sdylemem gereki ki housekeeping deki ¢alisanlar ¢ok iyi hk
yoneticileri asla insana deger vermeyen asik suratli insanlar tatil doniisii kendimi
kardesimle beraber hastanede bulduk tatil boyunca azicikda olsa yedigimiz herseyi
cikardik ve geldigimizde serum alacak kadar hasta olduk biz gittigimizde otelin
sahibide oteldeydi tiim sikayetleri memnuniyetsizlikleri duyuyor ama asla
umurlarinda olmuyor sahili ¢ok kotii kiyisi berrak degil iskele dokiiliiyor asla
gidilmeyecek bir otel;Negative;train;1

91979;Hotel Review;"Genel olarak otel hizmet ve her bolimdeki ¢alisanlar iyi
giilerylizlii yemekler iy1 imkanlar1 1y1 herhangi bir sorun yok odalarin bir kismi1 biraz
eski olmakla beraber genel olarak iyi. ";Positive;train;1l

83968;Hotel Review;otel igreng eski bir yap1 ve calisanlar yetersiz havuz
temizlenmiyor dogru diiriist as¢1 desen herseye burnunu sokuyor ve kadinlara askinti
oluyor bulundugum siirece tiim kadinlar bundan sikayetci oldu tuvaletler: berbat
tamamen para avcisi bir sahibi var demed: demeyin sonra pisman olmayin paranizla
gitmeden Once iyi diisliniin;Negative;test;1

94610;Hotel Review;Yemekleri giizel servisinden memnunuz. Hos davraniyorlar
guzel bir tatil.;Positive;test;1
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Movie Dataset

245;Movie Review;" 10/0 alan zaman kaybindan baska ele bi veri birakmayan bir
film siddetle tavsye edilmez ";Negative;train;1

3132;Movie Review;" Vasat dtesi. Ata DEMIRER film ¢evirmeyi birakmali
bence.Kendisi Stand-Up yapmaya devam etmeli.Film ¢ok vasat. ";Negative;train;?2

5763;Movie Review;" ¢ok duragan ve konu ¢ok basit bu kadar bekledikten sonra
renonun bu filmi olmamis 10/5 ";Negative;train;3

8420;Movie Review;" fragmanlar kalenin distan goriiniisiinii verir...azicik bile
etkilenmedim filmden.senaryo ¢ok basit.adam tek basina ¢evirmis resmen filmi diger
oyuncular1 begenmedim.6zellikle de kadini...gayet sikici bir film. ";Negative;train;4

11345;Movie Review;" Sanki bir tarantino filmi gibiydi.Uzun ve aslinda gidisat1 cok
etkilemeyen dialoglar.Fazla uyusturucu sohbetleri ve bunlardan ziyade taxi driver in
kotd bir golgesi gibi.Ambulance driver adin1 verdigim film tistad in en kotii filmi
":Negative;train;5

52383;Movie Review;" filmi bugiin arkadaglarimla izledim. ¢ok eglendik harikaydi.
basaril1 bir devam filmi niteligindeydi. srek 10 da ¢ekilse kesinlikle giderim. serinin
diger filminin ¢ekilmesi taraftarryim. miikemmeldi. ";Positive;train;1

54898;Movie Review;" cok 6zel bir film:)) 901 yillarin herseyini seviyrm.
Roxettenin it must have been love sarkisini film bittikten sonra yiiksek sesle
dinledm...Titanicten sonra etkilendigim tek &quot;ask&quot; film oldu..ayrica gere
ve roberts ¢ifti ¢cok yakismis filme...bu iki karaktere asik oldum diyebilrim filmi
izlerken...6zellikle julia roberts gergekten ¢ok 6zel ve gekici bir kadin:)))
"-Positive;train;2

57497;Movie Review;" Gergekten yonetmen kendini ¢ok gelistirmis. ¢ok iyi bir
filmdi bence beni ¢ok etkiledi. Bu tarzi sevenler mutlaka izlemeli! ";Positive;train;3

60226;Movie Review;" Uzun lafa gerek yok.Kesinlikle bir bagyapit ve arsivlik bir
film.Mutlaka izlenmesi gereken bir film... ";Positive;train;4

62931;Movie Review;" harika bir film muhtesemmmm.film miizigine de bayildim
";Positive;train;5

13745;Movie Review;" Ya bi film nas1 bu kadar giizel baslayip bun kadar
sagmalayabilir sonradan ¢ok biiyiik bi hewesle bagladim izlemeye ama sonu hiisran
oldu.Hos bi konu yakalamislar ama final cidden ¢ok kétiiydii bu kadar ii oyunculara
yakigsmamus bi film... ";Negative;test;1

16290;Movie Review;" 1 yildir bu filmi bekliyordum ve sinemaya gittim. Agikcasi
hayal kiriklig1 yasadim. Viking donemi ile ilgili bir savas filmi beklerken uzayl bir
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yaratigin oldugu (Bilim kurgu filmlerini severim ama...)bir film seyrettim.
Izlemeseniz de olur. Cok sey kaybetmezsiniz.5/10 ";Negative;test;2

18819;Movie Review;" bu kadar kotii bir film olamaz kesinlikle zaman kaybi1
kimseye tavsiye etmem ";Negative;test;3

21412;Movie Review;" ispanyol sinemast son yillarda iyi isler yapiyor.Agik¢asi buna
dayanarak Hipnoz’u izlemeye gittim.Ancak bu kez tel tel dokiilen bir Ispanyol filmi
vardi.Filmi izlerken baya sikildim.Ciinkii izleyiciyi ¢ekecek herhangi bir sey
yoktu.Sanki senaryo yok gibi.Acikcasi boynu biikiik sekilde ayrildim
":Negative;test;4

24526;Movie Review;" bu puan ¢ok..bu kadar kétii film izlememistim...Bole film
yapmamamalar1 lazim yaziktir giihantir yav...(0/10) ";Negative;test;5

65925;Movie Review;" insanin hayatina yon verecek insan1 kendi i¢ine dondiirecek
ve ¢oggu insana da ders verecek bir film.Bu film hayatin ta kendisi...
";Positive;test;1

68305;Movie Review;" Her ne kadar mantik hatalar1 olsada testere bana gore yilin en
Iyi gerilim filmi. Katilin biitiin planlarinin saat gibi islemesi falan... Yonetmeni
oyuncular1 ¢ok 1yi tanimasakta basarili bir yapim.Filmin sonuna kadar ne olacagin
kestiremiyorsunuz ve film sasirtict bir sonla bitiyor. Final sahnesi nefes kesici.
umarim devam filminide basarili yaparlar. ";Positive;test;2

70599;Movie Review;" kesinlikle harika bir film izlememis olanlar mutlaka
izlesinler... gok mantikl1 bir konusu var filmi izlerken kesinlikle ¢ok zevk
alicaksimiz=) ";Positive;test;3

73567;Movie Review;" izlerken insan1 meraklandiran ve koz kirttirmayan bi film
hele siikiir michael douglas... ";Positive;test;4

76857;Movie Review;" Sinema severlerin kesinlikle izlemesi gereken bir film diye
diistintiyorum.Oyunculuk on numara senaryo on numara ve tabiki de Nolan
faktorlinli unutmamak gerek. Boyle yaratici ve yetenekli bir yonetmenden bu kadar
kaliteli enfes bir film ¢ikar. Helan sana Nolan. ";Positive;test;5
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Twitter dataset

Positive tweets

abla cuma gund turkcell muzikte seni canli canli internettenmi dinlicez turkcell
muzikte olcagini biliyorum ama nasil olcak?

turkcell in 3g si kamil kocun aptal wifi indan cok daha ii Ki :)

Negative tweets

ise bak! reklam icin aramis, ulasamayip ses kaydini sesli mesaj birakmis. dinleme
ucreti kesti benden! fiyasko!

ilk firsatta hattimi iptal iptal ettirecegim. tebrikler.
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