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ABSTRACT

In this thesis a video compression technique with comparable low bit rates is
presented. The proposed encoder is similar to other motion compensated, block
based dicrete cosine transform (DCT) video coding standards such as MPEG-1/2,
H.261/3 and MPEG-4/Verification Model (VM). The novel feature of this coding
scheme is the combination of Zerotree Wavzelet (ZTW) structure with the
Hierarchical Finite State Vector Quantization (HFSVQ).

In this study, performances of the popular block motion estimation algorithms are
compared. The simulation results show that the New Diamond Search (NDS)
performs better than the compared algorithms. Because of that as a block motion
estimation algorithm, the NDS is used to track the local motion. The motion vectors
of the macroblocks are Hufman encoded. The overlapping block motion
compensation (OBMC) technique which is an advance scheme in the H.263 standard
is used after NDS in order to reduce the block artifacts. A three level discrete wavelet
transform (DWT) is used instead of DCT to remove the spatio-temporal correlation.
It is seen that the DWT coefficients are Gaussian shape distributed in each level
except the lowest frequency subband. Therefore the proposed encoder uses a linear
quantizer for the lowest frequency subband and the nonlinear Lloyd-Max quantizer
for the rest of the subbands. Since the ZTW structure consists of different size of
wavelet blocks that contain similar information, then it is very suitable for these
blocks to be coded by HFSVQ.

The computer simulation of whole system is done by using the Object Oriented
Borland C++ Builder software. The simulation results of the proposed encoder was
obtained using three types of standard video sequences; QCIF Akiyo which contains
a few movements at the rate of 10 kb/s and 5 fr/s, QCIF Carphone which contains
relatively more movements than Akiyo at the rate of 30 kb/s and 10 fr/s and QCIF



Coastguard which contains more movements than the others at the rate of 48 kb/s
and 7.5 fr/s. Average PSNR over the entire coded sequences show that the proposed
ZTW-HFSVQ video compression technique achieves comparable performance over
MPEG-4/VM, H.263, ZTE and EZW for both I and P frames.

Keywords: Video compression, Zerotree Wavelet, Vector Quantization



vi

OZET

Bu tezde c¢ok diisiik bit hizlart ig¢in tasarlanmig bir video kodlayicisi
sunulmaktadir. Onerilen video kodlama teknigi, hareket kompanzasyonlu, blok
tabahh, aynik kosiniis doniiglimii kullanan MPEQ-I/Z, H.261/3 ve MPEG-4/VM
standard video kodlama tekniklerine benzemektedir. Kodlayicinin en 6nemli ve yeni
ozelligi ise Sifir-Agac Dalgacik Yapinin (SAD), Hiyerargik Sonlu Durum Vektor
Nicemleyici (HSDVN) ile birlestirilmesidir.

Bu ¢alismada, giincel hareket kestirim algoritmalarinin basarimlan kargitagtirnlmig
ve yapilan similasyonlar sonucunda Yeni Miicevher Arastrma (YMA)
algoritmasimn karsilastirilan diger algoritmalardan iistiin oldugu goriilmiigtiir. Bu
nedenle blok hareket kestirim algoritmasi olarak YMA secilmistir. Macrobloklara ait
hareket vektérleri Hufman algoritmas: ile kodlanmigtir. YMA algoritmasindan sonra
olusan blok smr siireksizliklerini azaltmak igcin H.263 standardinda kullamlan
Ortiigmeli Blok Hareket Kompanzasyon yontemi (OBHK), Ayrik Kosiniis
Dﬁnﬁ§iimii' 'yerine; ise tic kademeli ayrik dalgacik doniigtimii (ADD) kullanilmugtir.
En diigiik frekans katmam haricindeki difer tim ADD katmanlarina ait dalgacik
katsayilar1 Gaus dagilimina sahiptirler. Bu nedenle 6nerﬂeﬁ ‘kod‘laymda, en dﬁ§iik’
frekans katmam igin dogrusal, diger tlim katmanlar i¢in ise dogrusal olmayan Lloyd-
Max nicemleyici kullamlmaktadir. SAD yapisi, benzer bilgiler iceren degisik
biiyiikliiklerdeki dalgacik bloklarindan olugmaktadir. Bu yiizden bu bloklar HSDVN
teknigi ile kodlanmaya uygun bir yapidadar.

Tiim sistemin bilgisayar similasyonu nesne tabanli Borland C++ Builder yazilim1
ile gergeklenmigtir. Onerilen yeni kodlayicimn similasyonunda ti¢ farkli hareket
hizina sahip standard QCIF video serileri kullanilmigtir. Bunlar, az hareket iceren 5
cerceve/sn ve 10 kb/sn’lik Akiyo, Akiyo serisinden daha fazla hareket iceren 10
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gerceve/sn ve 30 kb/sn’lik Carphone ve digerlerinden ¢ok daha fazla hareket igeren
7.5 gergeve/sn ve 48 kb/sn’lik Coastguard serileridir. Biitlin kodlanmg serilerin
ortalama PSNR degerleri gostermigtir ki, nerdigimiz SAD-HDSVN video kodlama
teknigi hem cergeveler i¢i hem de gerceveler arasi kodlamada, MPEG-4/VM, H.263,
ZTE ve EZW tekniklerine gore daha iyi bir bagarim saglamagtir.

Anahtar Sozciikler: Video stkigtirma, Sifir Aga¢ Dalgacik Yapi, Vektor Nicemleme
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CHAPTER ONE
INTRODUCTION

1.1 Motivation of the Project

The number of multimedia applications are increasing rapidly with the growth of
the internet and the recent advances in both hardware and software development.
Digital video is the fundamental media type that has wide range of applications such
as video conferencing, digital video broadcasting, videophones, video on demand
and multimedia products. The digital representation of video offers some advantages
over the analog video, including : 1) variable-rate transmission, 2) easy software
conversion amongst the standards, 3) editing capabilities such as cut, paste and
zooming, 4) an open architecture where video may exists at different temporal,

spatial and quality resolutions, 5) robustness to channel noise 6) interactivity.

The efficient digital representation of image and video signals is an important
operation in video processing. The raw data rate required to transmit an HDTV (High
-definition TV) color video signal, at a resolution of 1920 pixels x 1080 lines at 8 bpp
for each color at the rate of 30 frames/sec is 1.5 Gbits/sec (Gigabits per second). This
is a huge channel capacity requirement. On the other hand the memory requirements
for 75 minutes of uncompressed digital video at the NTSC ( National Television
Standards Committee) resolution of 720 pixels x 480 lines, at 8 bpp for each color
and at a rate of 30 fr/s is approximately 140 GB(GigaBytes). This enormous memory
requirement exceeds the capacities of single hard disk drives that has a storage of 1
to 40 GB typically, as well as CD-ROM technologies where the CD’s are capable of
holding only 650 MB, and also more recent DVD (Digital Versatile Disk) drives that
hold approximately 5 GB. Therefore, video compression is needed for achieving the

necessary bitrate reductions for both storage and transmission.



1.2 Overview of the Video Compression Standards

The Moving Picture Experts Group (MPEG) was formed to develop appropriate
video coding standards in 1988. MPEG-1 was the first standard completed in 1992
(Gall D. J., 1992). It compresses the CIF video and audio data at bit rates up to 1.5
Mb/s.

The MPEG-2 was developped as an extension to MPEG-1. The MPEG-2 was
standardized in 1994 (Chiariglione L., 1995). The performance of MPEG-2 is better
than the MPEG-1 at bit rates up to 3 Mb/s.

The H.261 and H.263 are the block based DCT video compression standards (Rao
& Hwang, 1996) like MPEG-1 and MPEG-2. They compress the QCIF video and
audio data at lower bit and frame rates than MPEG. In addition to this the H.263
standard uses Overlapped Block Motion Compensation technique (Auyeung C. et al.,
1992) in order to reduce the block artifacts.

The MPEG-4 Verification Model (MPEG-4/VM) is a block based DCT video
coding standard that was developped in 1996 (Sikora T., 1997). The MPEG-4/VM
seperates the objects and the background in a QCIF video frame. Then the encoder
processes each object using block based DCT. The bit rates for MPEG-4/VM are 5-
64 kb/s for low bit rate videotelephone standard and up to 5 Mb/s for TV/film

. applications.

Beside these standards mentioned above, the video compression subject has been
studied by several authors (Al-Shaykh O.K. et al., 1999) (Chang, P.C. & Lu, T.T,,
1999) (Kim, B.J., 2000). The EZW and ZTE techniques (Martucci S.A. et al., 1997)
(Yin, C.Y., 2000) are two of the developped DCT based video encoders which have
comparible results to the MPEG-4/VM.



1.3 Research Objectives

In this thesis the search for improving the video compression techniques is
addressed. The main concern is to design a video compression technique with
comparable low bit rates. In order to achieve this purpose first of all, the
performances of the popular block motion estimation algorithms are compared.
These algorithms are Two Dimensianal Logarithmic Search (TDL), One at a Time
Search (OTS), Three Step Search(3SS), New Three Step Search (N3SS), Improved
Three Step Search (I3SS), Novel Four Step Search (N4SS), Simple and Efficient
Search (SES), New Diamond Search (NDS). This work which is the part of this
thesis is published in (Kilig, I. & Yilmaz, R., 2001). The simulation results show that
the New Diamond Search performs better than the compared algorithms when the
Search Point Number and Mean Square Error criterion are considered both. Because
of that as a block motion estimation algorithm, the New Diamond Search is selected
to track the local motion. The motion vectors of the macroblocks are Huffman
encoded. The OBMC technique which is an advance scheme in the H.263 standard is
used after NDS to reduce the block artifacts.

In order to remove-the spatial correlation a three level of discrete wavelet
transform (DWT) is used instead of DCT. The encoder uses different filter bank at
each level of the decomposition. Since the longer filters provide good frequency
localization and shorter filters cause less ringing artifacts, the Biorthogonal 9.3 filter
bank is used at the first level of the DWT decomposition followed by the Haar filter
for the remaining two levels. It is seen that the DWT coefficients are Gaussian shape
distributed in each level except the lowest frequency subband. Therefore the
proposed encoder uses a linear quantizer for the lowest frequency subband and the

nonlinear Lloyd-Max quantizer (Lloyd, S.P., 1982) for the rest of the subbands.

The proposed algorithm is similar to the ZTE scheme introduced in (Martucci,
S.A., 1997). The main difference is combining the zerotree wavelet structure with
HFESVQ instead of arithmetic coding. It is important to note that, the zerotree

structure consists of different size of wavelet blocks that contain similar



informations. Because of that it is very suitable for these blocks to be coded by
HFSVQ algorithm. ZTW structure itself has the ability to control the bit rate. When
the HFSVQ is applied to any ZTW structure, then each type of wavelet block will be
represented by different size of codeword. That will give us the second opportunity

of controlling the bit rate.

The encoder is computer simulated by using the Object Oriented Borland C++
Builder software. The simulation results of the proposed encoder was taken using
three types of standard video sequences; QCIF Akiyo which contains a few
movements at the rate of 10 kb/s and 5 fr/s, ‘QCIF Carphone which contains
relatively more movements than Akiyo at the rate of 30 kb/s and 10 fr/s and QCIF
Coastguard which contains more movements than the others at the rate of 48 kb/s
and 7.5 fr/s.

1.4 An Qutline of the Thesis

In Chapter 2, some of the digital video characteristics are presented. These are the
RGB, YUV, YIQ and YCbCr color coordinate systems, and video source formats,
Common Intermediate Format (CIF) and source input format (SIF) (Rao, K.R. &
Hwang, J.J., 1996). The performance measure criterions used in this thesis are also

described in this chapter.

The popular block motion estimation algorithms are described in detail in Chapter
3. These block motion estimation algorithms are Full Search (FS), Two Dimensional
Logarithmic Search (TDL), One at a Time Search (OTS), Three Step Search (3SS)
(Rao, K.R. & Hwang, J.J., 1996), An Improved Three Step Search (I3SS) (Xu, D. &
Bailey C., 1998), A New Three Step Search (N3SS) (Li R. et al., 1994), A Novel
Four Step Search (N4SS) (Po, L.M. & Ma, W.C., 1996), Simple and Efficient Search
(SES) (Lu, J. & Liou, M.L., 1997) and New Diamond Search (NDS) (Zhu, S. & Ma,
K.K, 2000). The performance comparison of all those search algorithms according to
the average search point number and mean square error criterion are done at different

macroblock sizes using 100 frames of Football and Miss America video sequence.



The overlapping block motion compensation (OBMC) (Auyeung et al., 1992)
technique which is an advance scheme in the H.263 standard is described and its
performance results are also presented in this chapter. The standard OBMC filters are
8x8 pixel size for the 16x16 macroblocks. Since the performance comparison of the
block motion estimation algorithms mentioned above are done using different size of
macroblocks then additional new OBMC filters are designed for 8x8, 16x8, 8x16,
4x4 macroblock sizes. The OBMC filters are used after the block motion algorithm
to reduce the block artifacts.

The Chapter 4 describes some useful features of the discrete wavelet transform.
These are the definition of discrete wavelet transform, wavelet and scaling function
expansion, multiresolution analysis and matrix representations. The scaling and the
wavelet function coefficients of the Daubechies 4, Daubechies 6, Biorthogonal 9.7,
Biorthogonal 9.3 and the Haar wavelet (Rao, R.M. & Bopardikar, A.S., 1998) are
presented. The graphical representation of the Biorthogonal 9.3 and the Haar scaling
and wavelet functions, which are used by the proposed encoder are also given in this

chapter.

In Chapter 5, the quantization types used by the proposed encoder are defined.
These are scalar quantization, Lloyd-Max quantization (Yin, C.Y., 2000), HFSVQ
(Yu, P. & Venetsanopoulos, A. N., 1994). Scalar quantization is used at the lowest
subband of the DWT. Since the other high frequency subbands of the DWT layers
contains wavelet coefficient distributions like Gaussian shape; then Lloyd-Max
quantization is selected as the quantizer in those subbands. HFSVQ is used together

with the zerotree structure to encode the wavelet coefficients.

The proposed video encoder called ZTW-HFSVQ is described in Chapter 6. The
proposed encoder consists of NDS, Hufman coding, OBMC, multiresolution of
DWT, ZTW structure, Lloyd-Max quantizer, HFSVQ and rate control structure. In
this chapter, the combination of ZTW structure with the HFSVQ, which is the novel
feature of this new introduced encoder is described in details. The performance

results of the proposed encoder are also given in this chapter using three types of



standard video sequences; QCIF Akiyo which contains a few movements at the rate
of 10 kb/s and 5 fr/s, QCIF Carphone which contains relatively more movements
than Akiyo at the rate of 30 kb/s and 10 fr/s and QCIF Coastguard which contains
more movements than the others at the rate of 48 kb/s and 7.5 fr/s.

The Chapter 7 consists of a brief conclusion.

The performance comparison of the popular block motion estimation algorithms
which is the first part of this thesis has been presented at the SIU 2001 conference.
The new video compression algorithm called ZTW-HFSVQ which is introduced in
this thesis is accepted as a paper to be presented at ISPA 2003 (3rd International
Symposium on Image and Signal Processing and Analysis) on September 18-20,
2003 in ITALY.



CHAPTER TWO
DIGITAL VIDEO CHARACTERISTICS

2.1 RGB Color Coordinate

The RGB (red, green and blue) color space is the basic choice for computer
graphics and digital video processing. Because color cathode ray tubes use red, green
and blue phosphors to create the desired color. Red, green and blue are the three
primary additive colors. Individual components are added together to form a specific

color. The equivalent addition of all components produces white shown in Figure 2.1

However, RGB is not very efficient for representing real world images, since
equal bandwidths are required to describe all three color components. The equal
bandwidths results in the same pixel depth and display resolution for each color
component. The human eye is more sensitive to luminance component than
chrominance. Therefore many image and video coding standarts use luminance and
color difference signals. These are YUV, YIQ and YCbCr color formats
1<

Green Yellow

Cyan “‘White

Black R
Red

B Blue Magenta

Figure 2.1 The RGB color cube.



2.2 YUYV Color Coordinate

The YUV color coordinate is the basic color format used by the NTSC, PAL and
SECAM composite color TV standarts. Y represents the black-and-white component
and color information (U and V) is added to display a color picture. YUV signals are
derived by using the RGB signals as

Y =0.299R +0.587G + 0.114 B
U =-0.147R - 0.289G + 0.436B = 0.492(B - Y)
V =0.615R - 0.515G - 0.100B = 0.877(R - Y) (2.1)

In a digital television system the YUV signal is obtained by an RGB-to-YUV
matrix. Usually color difference signals (U and V) are subsampled by a factor of two
to four in the spatial dimensions, because these are much less sensitive to the human
visual system than the luminance Y. This is helpful in reducing the bit rate in video

compression techniques.
2.3 YIQ Color Coordinate

The YIQ color coordinate is derived from the YUV format and is optionally used
by the NTSC composite TV standard. The I stands for in-phase and Q for quadrature-
phase, which are the modulation methods seperated by a phase angle of 90 degrees.

The basic equations are

Y =0.299 + 0.587G + 0.114B
I =0.596R - 0.275G - 0.321B = 0.736(R - Y) - 0.268(B - Y)
Q=0.212R-0.523G + 0.311B = 0.478(R - Y) + 0.413(B - Y) (22)

The color signals I and Q can also be obtained by phase shifting values of U and V

such as,



I =-Usin(33") + Vcos(33")
Q = Ucos(33") + Vsin(33) (2.3)

2.4 YCbCr Color Coordinate

The YCbCr color coordinate was developed as part of ITU-R BT.601 during the
establishment of a worldwide digital video component standard. The YCbCr signals
are scaled and offset versions of the YUV format. Y is defined to have a nominal
range of 16 to 235; Cb and Cr are defined to have a range of 16 to 240, with zero

signal corresponding to level 128. -

There are several YCbCr sampling formats, such as 4:4:4, 4:2:2 and 4:1:1 (4:2:0).
The basic features of the worldwide standard for digital television studios, ITU-R
BT.601, are shown in Table 2.1.

Table 2.1 Digital video formats specified by ITU-R 601, JPEG(J), H.261(H) and
MPEG-1(M) (I: interlaced, P: progressive)

Image Format Resolution | YCbCr | Scan Type | Mbyte/s | Use
ITU-R 601 (NTSC) 720x480 | 4:2:2 I 20.7 J
ITU-R 601 (PAL) 720x576 | 4:2:2 I 20.7 J
Square pixel (NTSC) 640x480 | 4:2:2 I 18.4 I
Square pixel (PAL) 768x576 4:2:2 -1 22.1 J
ITU-R SIF (NTSC) 352x240 | 4:2:0 P 3.8 M,]
ITU-R SIF (PAL) 352x288 | 4:2:0 p 3.8 M,]
Square pixel SIF (NTSC) 320x240 | 4:2:0 P 35 M,]
Square pixel SIF (PAL) 384x288 | 4:2:0 P 4.1 M,]
CIF (NTSC & PAL) 352x288 | 4:2:0 P 4.6 H
QCIF (NTSC & PAL) 176x144 | 4:2:0 P 1.1 H

The sampling format 4:2:2 implies that the sampling rates of Cb and Cr are one-

half that of Y. Also there are alternate Y samples only sandwiched between cosited
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Y, Cb and Cr samples. In a consecutive run of four samples there are 4 Y samples

and 2 samples each of Cb and Cr. This sampling pattern is signified by 4:2:2.

The positioning of YCbCr samples or pixels for the 4:4:4, 4:2:2, 4:1:1 and 4:2:0
formats are illustrated in Figure 2.2. Each component is typically quantized with 8 bit
resolution. Each sample therefore requires 24 bits for the 4:4:4 format and 16 bits for

the 4:2:2 format. Four samples require 6 times § bits for the 4:2:0 format.

In the 4:2:0 format, the Cb and Cr samples are offset. MPEG-1/2 and H.261 video
standards use this format (Table 1).

ORONONBONONO, ® O ® O® O

ORONORBONBONO, ® O ® O ® O

POO®O®O®O® ©®O®0O®O

ORORBONBONONO ® O ® O ® O
(a) (b)

® OO0 0O @®O0O QOQOQO

@®O000®0O OO0OO00O0O0

®@ OO 0O ®O0O QOC.)OQO

®@ OO0 0O@®0O O0000O0
© (d)

O Pixel with only Y value ® pixel with only Cb and Cr values

© Pixel with Y, Cb and Cr values

Figure 2.2 Positioning of YCbCr pixels for a) 4:4:4 b) 4:2:2 ¢) 4:1:1 d) 4:2:0
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2.5 Common Intermediate Format (CIF)

The video format for video communication services has to be based on existing
standartds: NTSC, PAL and SECAM. On the other hand visual telephony, which
usually has slow moving objects (head and shoulders configuration), does not, in
general, need a large bandwidth. Also, the viewer can tolerate the visual quality,
which can be less than that of the TV broadcasting standard. Moreover, resolution
reduction is required for a wide range of applications. Therefore, spatial resolution
was reduced by CCITT SCXV Specialist Group and the format was called Common
Intermediate Format (CIF) and Quarter CIF (QCIF). The information exchange via
the common intermediate format shown in Figure 2.3. The resolutions for the two

formats (CIF and QCIF) are shown in Figure 2.4.

For luminance component Y, 360 pixels per line were defined, just a 2:1
decimation from the 720 active pixels per line used in TV systems (ITU-R 601). The
number of CIF frame line were defined half of the PAL/SECAM system which has
576 active lines(twice the CIF resolution). CIF frame rate of 29.97 is based on the
NTSC system.

The processing of frames in H.261, H.263, MPEG-1/2, MPEG4-VM( Verification
Model Version) video standards is block based. Because motion estimation is based
on 16x16 luminance Y blocks, vertical stripes of 4 pixels on either side of the Y-
component, are cropped out,- resulting -in 352 pixels/line and 288 lines/frame
resolution. This is called the significant pixel area A(SPA). The frame resolution of the
SPA is now integer divisible by the 16x16 block. The corresponding SPA for the
luminance CIF/QCIF frames and the chrominance CIF/QCIF frames are shown in
Figure 2.4. In Table 2.2, CIF/QCIF and the two systems (NTSC and PAL) are

compared. Note that parameters of the two system are based on ITU-R 601.
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Figure 2.3 Information exchange via the common intermediate format (CIF)
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Figure 2.4 CIF and QCIF resolutions
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Table 2.2 Parameters of CIF and TV systems

Parameters Y/Cb,Cr| CIF QCIF | NISC | PAL
(525/30) | (625/25)
Active pixels/line Y 360 180 720 720
Active pixels/line Cb, Cr 180 90 360 360
Active lines/picture Y 288 144 480 576
Active lines/picture Cb, Cr 144 72 480 576
Pictures / Second - 29.97 29.97 29.97 25

2.6 Source Input Format (SIF) i

The video source information may exist with various formats in different
resolutions. The source input format is generally used by MPEG 1-2. After the
conversion for NTSC and PAL standards, SIF has two optimum resolutions; first one
SIF-525, which has 360x240 pixels at a 30 Hz frame rate, the second one is SIF-625,
which has 360x288 pixels at 25 Hz. The different SIF resolutions and the SPA values

are shown in Table 2.3.

Table 2.3. Conversion of two source formats to SIF

Parameters Format NTSC(525/30) PAL(625/25)

ITU-R 720x480 720x576
Luminance (Y) SIF 360x240 . 360x288
‘SPA 352x240 352x288
ITU-R 360x480 360x576
Chrominance (Cb, Cr) SIF 180x120 180x144
SPA 176x120 176x144

Frame Rate (Hz) - 30 25

Since the humes eyes are more sensitive to luminance frame than chrominance
frame, the SIF chrominance frames (Cb, Cr) are subsampled by 2:1 in both vertical
and horizontal directions. In order to change the video source resolution the

decimation and interpolation filters are used. Decimation filters are used for the
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conversion of PAL, SECAM, NTSC into SIF, whereas interpolation filters are used

for the reconversion (postprocessing) in the decoder as shown in Figure 2.5 and
Figure 2.6.

ITU-R 601 ; .
— Pre-processing STF Encoder / Decoder STF ) Post-procesing ER 601
PAL PAL
SECAM SECAM
NTSC NTSC

Figure 2.5 Pre and post-processing at the encoder and decoder

-
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Luminance Decimation Filter

-12] 0 (140256140 0 |-12§ / 256

Luminance Interpolation Filter

11313 ]1]/8

Chrominance Decimation Filter

11313111178

Chrominance Interpolation Filter

Figure 2.6 Decimation and interpolation filters for conversion between ITU-R 601
and SIF

2.7 Performance Measures

For image or video data, a pixel is the basic element. Therefore bits per sample is
also referred to as bits per pixel(bpp). In the literature, the term compression ratio,
denoted as C,, is also used insted of bit rate to explain the capability of the

compression system. The definition of C; is,

_ Source coder input size

r (24)
Source coder output size



specific compression method that is used. For a still image, size could refer to the
bits needed to represent the entire image. For a video, size could refer to the bits
needed to represent one frame of video. Many compression algorithms for video,
however, do not process each frame of video the same way. Therefore more

commonly used notation for size is the bits needed to represent one second of video.

For n-bit frames, or equivalently, 2" gray scale frames, peak signal to noise ratio
(PSNR) in decibels (dB) is defined as,

2e

PSNR =log,, %T;él (2.5)

MSE = -A;—NZZ[X(L i)-XG, j)]2 (2.6)

M
I= j::

—
—

Here, M and N are the width and the height of the frame respectively, X and X

are the original frame and the reconstructed frame respectively.
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CHAPTER THREE
BLOCK MOTION ESTIMATION AND

COMPENSATION

3.1 Introduction .

Motion estimation has played an important role in video compression. One
popular technique for motion estimation, as recommended in both MPEG and H.261
standards, is the block matching algorithm. The main idea of block matching
algorithm is to divide frames into blocks and then find the best matching block in the
previous frame for each block in the current frame for a given matching criterion.
Block matching is the most time consuming part of the encoding process. During
block matching, each target block of the current frame is compared with a past frame
in order to find a matching block. The most of the motion estimation algorithms
takes a block size of 16x16 pixels and maximum search range of +7 pixels in both
horizontal and vertical directions. MSE and PSNR are generally good matching
criteria formulations for the block matching algorithms. The block motion estimation
approach is shown in Figure 3.1. In this figure, the block that belongs to current
video frame is searched for in the previous video frame in a search window. The best

match is represented by a motion vector (mv).

There are many block motion estimation algorithms in the literature. Some of
them are Full Search (FS), Two Dimensianal Logarithmic Search (TDL), One at a
Time Search (OTS), Three Step Search(3SS), New Three Step Search (N3SS),
Improved Three Step Search (I3SS), Novel Four Step Search (N4SS), Simple and
Efficient Search (SES) and New Diamond Search (NDS). These block motion

estimation algorithms are studied and to derive the performance comparison, all
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these algorithms are computer simulated. This is made for different macroblock sizes

by using standard Football and Miss America in the following sections.

Search Window

Block in

Location of Block Frame N
in Frame N ’
Motion Shifted )
Block in
Frame N-1

Previous Frame N-1 Actual Frame N

Figure 3.1 The block motion estimation structure.

3.2 Full Search (FS)

The Full Search algorithm(FS) searches all possible displacements within the
search range. Although the full search algorithm gives the optimal result by
searching through all possible blocks in the searching range, its high computational
cost limits its practical use. Therefore all other block motion estimation .algorithms

were developed to decrease the search point number of the FS at reasonable error

rates.
3.3 Two Dimensional Logarithmic Search (TDL)

The Two Dimensional Logarithmic Search (TDL) (Rao & Hwang, 1996) is the
first simplified block motion estimation algorithm in the literature which has been
used since 1981. The TDL search tracks the motion along the direction of minimum
distortion. The algorithm begins with the four search points at X, -X, Y, -Y
directions with “s” pixels distance to the centre of the original block. TDL has

several stages.
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Stage 1: The block at the centre of the search area and the four candidate blocks at
a distance “s” from the centre of the x and y axes are compared to the target block to
determine which is the best match. Thus if the centre of the search area is at position
[0,0] then the candidate blocks at positions [0,0], [0,s], [0,-s], [s,0] and [-5,0] are
examined.

Stage 2 : If the position of the best match is at the centre [cx, cy] then the step size
s is halved. If the best match is in one of the four outer positions, then that position
becomes the centre point of the next stage. That is [cx,cy]=[a,b] where [a,b] is the
position of the best match.

Stage 3: If the step size s is equal to one then all nine blocks around the centre
position are examined and the best match of these is determined to be the best match
for the target block.That is [cx-1,cy-1], [cx-1,cy], [cx-1,cy+1], [cx,cy-1], [cx,cy],
[cx,cy+1],[cx+1,cy-1], [cx+1,cy] and [cx+1,cy+1] are examined, the algorithm halts.
Otherwise (step size grater than one) the candidate blocks at positions [cx,cyl,
[cx+s,cy], [cx-s,cy], [cx,cy+s] and [cx,cy-s] are compared. The algorithm goes to

stage 2. An example of TDL search path is given in Figure 3.2.
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Figure 3.2 An example of TDL algorithm
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3.4 One at a Time Search (OTS)

One at a Time Search motion estimation algorithm was developed in 1994 (Rao &
Hwang, 1996). This algorithm follows the least MSE point along the first X, and then

Y direction.

In the first step the OTS searches the points along the X axis of the search area
and finds the least distortion point. In the second step OTS searches the minimum
distorted point in the Y direction along the search area. These two steps repeat one
more time but the searched point number is the half of the search area size. Then the
minimum MSE point gives us the motion vector direction. This algorithm is shown
in Figure 3.3.

7—7-6—5-4-3-2~101 34 5 6 7

' ]
h O
HEOE

D90

(3]
ikh-h’—-

%)
™~

Figure 3.3 An example of One at a Time Search
3.5 Three Step Search (3SS)

This algorithm was introduced in 1981. The 3SS algorithm has a fine-coarse

search mechanism that is seen in Figure 3.4.
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The first step(circle 1), the search is based on 4 pixels / 4 lines resolution at the
nine locations, with the center point corresponding to zero motion vector. The second
step , the search is based on 2 pixels / 2 lines resolution around the location
determined by the first step (Rao & Hwang, 1996). This is repeated in the third
step(circle 3) with 1 pixel / 1 line resolution. The last step yields the motion vector.
The motion vector search range is fixed 7 pixels at the directions of X, -X, Y, -Y.

Therefore, the number of search point number is 25.
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Figure 3.4 An example of Three Step Search Algorithm

3.6 An Improved Three Step Search (I3SS)

This algorithm was designed in 1998 (Xu et al., 1998). I3SS is the improved
version of the well-known 3SS method. The I3SS algorithm is specifically aiming
towards low bit-rate video coding applications. I3SS needs less search points and has
much better performance and faster speed than the 3SS algorithm. The three search

steps of I3SS can be summarized as follows:
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Sfep 1: The minimum MSE pdint is found from a nine checking points pattern on
a 5x5 window located at the centre of the 15x15 searching area as shown in Figure
3.5(a). If the minimum MSE point is found to coincide with the centre of the search

window, then go to step 3 else go to step 2.

Step 2: The search window size is maintained at 5x5 with a search pattern chosen

after considering the two alternatives:

a) If the previous minimum MSE point is located at one of the comers of the
previous search window, then five additional checking points are considered. An
example is shown in Figure 3.5(b) where black circles and white circles represent

additional and previously evaluated pixels respectively.

b) If the previous minimum MSE point is located at the middle of any horizontal
or vertical edge of the previous search window, then three additional checking points
are considered. An example is shown in Figure 3.5(c) where black circles and white

circles represent additional and previously evaluated pixels respectively.

Step 3: The search window is reduced to 3x3 around the minimum MSE point in
step 2 as shown in Figure 3.5(d) and the direction of the overall motion vector is
taken to be the minimum MSE point among these nine search points, of which eight

are new.

e O o o O @
e O o O 10 @
o O @ O O 1@

(@ (b)
Figure 3.5. Search patterns of the I3SS. a) First step centered on centre pixel b)

Second step centred on a corner pixel
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Figure 3.5. Search patterns of the I3SS. a) First step centered on centre pixel b)
Second step centred on a corner pixel ¢) Second step centred on a middle pixel d)
Third step

Since there are some overlapping check points on the 5x5 search window in the
second step of I3SS, the total number of checking points will vary from a minimum
of (9+8)=17, when step 2 can be skipped, to (9+5+8)=22 in the worst case. Two
examples of I3SS search paths are shown in Figure 3.6.
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Figure 3.6 Two examples of I3SS search paths.
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3.7 A New Three Step Search (N3SS)

This algorithm was designed in 1994 (Li et al., 1994). N3SS differs from 3SS by
(1) assuming a center-biased checking point pattern in its first step and (2)
incorporating a halfway-stop technique for stationary or quasi-stationary blocks. The
steps of N3SS are given below;

Step 1: In the first step, in addition to the original checking points used in 3SS,
eight extra points are added, which are the eight neighbors of the search window
cenfer, as shown in Figure 3.8. (As such, the checking point pattern is highly center-
biased)

Step 2: A halfway-stop technique is used for stationary and quasi-stationary block

in order to fast identify and then estimate the motions for these blocks:

a) If the minimum MSE in the first step occurs at the search window center, stop

the search. (This is called the first-step-stop)

b) If the minimum MSE point in the first step is one of the eight neighbors of the
window center, the search in the second step will be performed only for eight
neighboring points of the minimum and then stop the search. (This is called the

second-step-stop)

Although N3SS uses more checking points in its first step as compared to 3SS, the
first-step-stop and second-step-stop can reduce computation significantly. For
example, eight block matches will be saved once a first-step-stop occurs. Depending
on the position of the minimum MSE point (in the first step) on the 8 neighbors of
the window center, five or three block matches will be saved once a second-step-stop
occurs: (1) if the minimum is one of the four neighboring positions along the
horizontal or vertical directions, five block matches will be saved; (2) if the

minimum is one of the four neighbors along the two diagonal directions, three block
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matches will be saved. The block diagram and three examples of N3SS search paths

are shown in Figure 3.7 and Figure 3.8.

1st step of N385 decision #1 : minimum at the search window center?
17 checking pts. decision #2 : minimum at one neighbor of the center?

decision decision false
#1 #2
=(0,0) 3
2nd step of ];J3SS 2nd and 3rd steps of N3SS
3 or 5 checking pts. (same as in 35S)
MV MV

Figure 3.7 The block diagram of the N3SS algorithm
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Figure 3.8 Three examples of N3SS search paths
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3.8 A Novel Four-Step Search (N4SS)

This algorithm was designed in 1996 (Po & Ma, 1996). For the maximum motion
displacements of +7, the N4SS algorithm utilizes a center-biased search pattern with
nine checking points on a 5x5 window in the first step instead of a 9x9 window in the
3SS. The center of the search window is then shifted to the point with minimum
MSE. The search window size of the next two steps depended on the location of the
minimum MSE points. If the minimum MSE point is found at the center of the
search window, the search will go to final step with 3x3 search window. Otherwise,
the search window size is maintained in 5x5 for steép 2 or step 3. In the final step, the
search window is reduced to 3x3 and the search stops at this small window. The

N4SS algorithm is summarized as follows:

Step 1: A minimum MSE point is found from a nine checking points pattern on a
5x5 window located at the center of the 15x15 searching area as shown in Figure
3.9(a). If the minimum MSE point is found at the center of the search window, go to

step 4; otherwise go to step 2.

Step 2: The search window size is maintained in 5x5. However, the search pattern

will depend on the position of the previous minimum MSE point.

a) If the previous minimum MSE point is located at the corner of the previous

search window, five additional checking points as shown in Figure 3.9(b) are used.

b) If the previous minimum MSE point is located at the middle of horizontal or
vertical axis of the previous search window, three additional checking points as
shown in Figure 3.9(c) are used. If the minimum MSE point is found at the center of

the search window, go to step 4; otherwise go to step 3.

Step 3: The searching pattern strategy is the same as step 2, but finally it will go to
step 4.
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Step 4: The search window is reduced to 3x3 as shown in Figure 3.9(d) and the

direction of the overall motion vector is considered as the minimum MSE point

among these nine searching points.
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Figure 3.9 Search patterns of the N4SS. a) First step b) second/third step c)
second/third step d) fourth step

Since there are overlapped checking points on the 5x5 search windows in the step

2 and step 3, then the total number of checking points is varied from (9+8)=17 to

(9+5+5+8)=27. The worst case computational requirement of the N4SS is 27 block

matches which happens for the estimation of large movement. Two examples of

N4SS are shown in Figure 3.10 with different search paths. For the upper search

path, a total of 25 checking points are used with the estimated motion vector equal to

(3, -7). For the worst case example of the lower search path, the number of checking

points required is 27 and the estimated motion vector is equal to (-7,7). We can find
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that the computational complexity of 4SS is only two block matches more than the
3SS while six block matches less than the N3SS in the worst case.

-7-6-5-4-3-2-1012234 36 7

Figure 3.10 Two different search paths of N4SS

3.9 Simple and Efficient Search (SES)

This algorithm was designed in 1997 (Lu & Liou, 1997). The SES algorithm
reduces the search point number of 3SS algorithm. All steps of SES begin with
selecting a search quadrant in the search area. Then finds the minimum error location
in the selected quadrant. The rule for determining a search quadrant on X-Y axes can

be described as follows;

If MSE(A) 2 MSE(B) and MSE(A) 2 MSE(C), I is selected;

If MSE(A) > MSE(B) and MSE(A) < MSE(C), II is selected;
If MSE(A) < MSE(B) and MSE(A) < MSE(C), IIT is selected;
If MSE(A) < MSE(B) and MSE(A) 2 MSE(C), IV is selected.
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The search points and selected quadrants are shown in Figure 3.11. The search

patterns corresponding to each selected quadrant are shown in Figure 3.12.

I I
A B
D—(1)—
W
C
IV I

Figure 3.11 Search pattern in the first step of SES

Lo
e

@ (b)

(c) (d)

Figure 3.12 Search pattern corresponding to each selected quadrant a) quadrant I, b)
quadrant II, ¢) quadrant III, d) quadrant IV(numbers in the circles show the first and

the second phases)
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The second and third steps follows the same procedure as the first step described

above. An example of SES algorithm is shown in Figure 3.13.

?-'?-6-5-4-3-2-10 1 23 4 5 6 7
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Figure 3.13 An example for the SES algorithm

It is observed that the number of checking points for the SES is five on average in
the fist step and four on average in the subsequent steps (excluding the location
which is checked in the previous step). Therefore, the total number of checking
points for each block-matching is further reduced compared with the 3SS.

3.10 New Diamond Search (NDS)

This algorithm was designed in February 2000 (Zhu & Ma, 2000). The NDS
algorithm has two search pattern as illustrated in Figure 3.14. The first pattern ,
called large diamond search pattern (LDSP), consist of nine checking points from
which eight points surround the center one to compose a diamond shape. The second
pattern consist of five checking points that forms a smaller diamond shape, called

small diamond search pattern (SDSP).
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In the searching procedure of the NDS algorithm, LDSP is repeatedly used until
the step in which the minimum block distortion occurs at the center point. The search
pattern is then switched from LDSP to SDSP as reaching to the final search stage.
Among the five checking points in SDSP, the position yielding the minimum MSE

provides the motion vector of the best matching block.

26%¢ '
'3

(a) (b)
Figure 3.14 Two search patterns of the NDS a) LDSP b) SDSP

The NDS algorithm is summarized as follows.
Step 1: The initial LDSP is centered at the origin of the search window, and the 9
checking points of LDSP are tested. If the MSE point calculated is located at the

center position, go to step 3; otherwise, go to step 2.

Step 2: The MSE point found in the previous search step is re-positioned as the
center point to form a new LDSP. If the new MSE point obtained is located at the

center position, go to step 3; otherwise, repeat this step.

Step 3: Switch the search pattern from LDSP to SDSP. The MSE point found in

this step is the final solution of the motion vector which points to the best matching
block.

For illustration, three cases of check-point overlapping are presented in Figure
3.15. When the previous MSE point is located at one of the corners or edge points of

LDSP, only five or three new check points are required to be tested as shown in
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Figure 3.15(a) and Figure 3.15(b), respectively. If the center point of LDSP produces
the MSE, the search pattern is changed from LDSP to SDSP in the final search. In
this case, only four new points are required to be tested, as shown in Figure 3.15(c).

An example of NDS is shown in Figure 3.16.

L]
1

— _Cl ——

1 (1
3 ’11\\
T

@ ¢
fo
T

~

e

" (a) Case 1: the conner point ) (b) Case 2: the edge point
(LDSP — LDSP) (LDSP — LDSP)
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(c) Case 3: the center point (LDSP — SDSP)

Figure 3.15 Three cases of checking-point overlapping in LDSP when the MSE
point found in the previous search step (number 1) is located at a) one of the corner
points, b) one of the edge points, and ¢) the center point. The points of number 2 are

the the new checking points.



32

7—7-6-5-4-3-2-10 1 23 4 5 6 7

O R W O

Figure 3.16 A search path example of NDS

3.11 Computer Simulation of Block Motion Estimation Algorithms and the

Performance Comparison

The performance of the popular block motion estimation algorithms called FS,
TDL, OTS, 3SS, I3SS, N3SS, N4SS, NDS and SES are compared by using standard
100 SIF frames of “Football” and 100 CIF frames of “Miés America” video
sequences. The Mean Square Error (MSE) and the Search Point Number (SPN)
criterion are used for the performance comparison. All block motion estimation
algorithms are simulated using different size of macroblocks which are 4x2, 4x4,
8x2, 4x8, 8x4, 16x2, 8x8, 4x16, 16x8, 8x16, 16x16, 32x16. The MSE value between

the current block(m,n) and the previous block(m+x,n+y) is defined in Equation 3.1.

MSE sy =—(a—>1(bjiZ(fk(m+i,n+ D fealmexeimey+ ) (1)

i=l j=1
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Here, the f, (i, j) and f,, (i, j) are the pixel values of k™ and (k-1)" frames at

(i,j) respectively. The values a and b are the dimensions of a macroblock.

In Table 3.1 and Table 3.2, the average MSE and SPN values are shown for the
Football sequence respectively. In Table 3.3 and Table 3.4, the average MSE and

SPN values are shown for the Miss America sequence respectively.

It is seen from Table 3.2 and Table 3.4 that changing the macroblock size does not
affect so much the SPN order from best to worst. The SPN order from best to worst
is SES, TDL, NDS, I3SS, N4SS, N3SS, 3SS, OTS and FS for the Football sequence.
On the other hand, for the Miss America sequence the SPN order from best to worst
is SES, TDL, I3SS, NDS, N4SS, 3SS, N3SS, OTS and FS. It is clearly seen that
SES, TDL and NDS algorithms are faster than the rest of the block motion estimation
algorithms.

Table 3.1, 3.3 and Figure 3.17, 3.18 show that for the small macroblock sizes the
OTS and N3SS better than the other algorithms according to the average MSE value.
On the other hand, for the bigger macroblock sizes such as 16x16 and 32x16 the
NDS block motion estimation is the best one.

Table 3.1 Average MSE values for 100 Football frames

4x2 | 4x4 | 8x2 | 4x8 | 8x4 | 16x2 | 8x8 | 4x16 | 16x8 | 8x16 | 16x16 |32x16
FS |56 |78 | 82 |102|102| 117 |126} 137 | 161 | 161 | 198 | 255
3SS | 97 |124 128 | 151|151 | 163 ;173 | 182 | 200 | 201 | 230 | 274
OTS | 88 [113|118| 141|142 157 |166| 175 | 198 | 198 | 228 | 275
TDL | 107 |126|129147|145( 160 |164| 175 | 189 | 191 | 218 | 262
N3SS | 82 | 104|108 128|127 | 142 ;150 161 | 181 | 181 | 213 | 264
I3SS |126]144 150|168 |169| 188 (191 | 202 | 224 | 222 | 256 | 304
N4SS | 1261441501169 169 | 188 |191] 202 | 224 | 222 | 256 | 304
NDS | 108 [126(125|147}140| 154 |159| 170 | 183 | 185 | 212 | 258
SES |142]169[174[196]197| 212 [222] 228 | 250 | 249 | 277 | 320




Table 3.2 Average SPN values for 100 Football frames
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4x2 | 4x4 | 8x2 | 4x8 | 8x4 | 16x2 | 8x8 | 4x16 | 16x8 | 8x16 | 16x16 |32x16
FS [218(217]216(215|215| 212 [213| 208 | 209 | 207 | 202 | 193
3SS [25 |24 (24 |24 |24 24 |24 24 | 24 | 24 | 23 | 22
OTS {43 |43 |43 |43 |43 | 43 [43| 42 | 42 | 42 | 42 | 41
TDL | 15| 1515|1515 15 {15 15 | 15 | 15| 15 | 14
N3ss |23 2222|2222 21 f21} 21 | 21 [ 21 | 21 | 20
Bss 1818|1818 ]|18) 18 |18| 18 [ 17 | 17 [ 17 | 16
N4SS | 19|19 19| 19|19} 18 [18| 18 | 18 | 18 | 18 | 17
NDS (17 (17|17 |17{17) 17 |17 17 [ 17| 17] 177 16
SES 1514|1414 |14 14 [14]| 14 | 14 | 14 | 14 | 14
Table 3.3 Average MSE values for 100 Miss America frames
4x2 | 4x4 | 8x2 | 4x8 | 8x4 | 16x2 [-8x8 | 4x16 | 16x8 | 8x16 | 16x16|32x16
FS | 4 | 6|6 |8 8| 8 |9 9 | 1010 11]12
38S | 7 {9 |9 |00} 10 |11 | 11 | 12| 12]121] 13
OTS | 6 [ 88|99 9 [10] 10} 11 | 11 | 12 | 12
TOL | 7 |8 | 8 |00 10 |11 10 |1t | 1| 1z 13
N3SS| 6 | 717 (99| 9Jio] 10| 1|11 |1 |12
I3SS | 8 [10{10 (11|11 | 11 |12] 12 | 12 | 12 | 13 | 14
Nass| g |wofltolarfmaf izl 2223 ]ia
NDS | 7 10| 8 j1rj1o|l 10 [11]| 11 [ 12|11 ] 121 13
SES | 8 |1oftofi1{11] 12 12| 12 | 3] 13 ] 14] 14
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Table 3.4 Average SPN values for 100 Miss America frames

4x2 | 4x4 | 8x2 | 4x8 | 8x4 | 16x2 | 8x8 | 4x16 | 16x8 | 8x16 | 16x16 | 32x16

FS |218|218|217|216{216| 212 |215| 210 | 210 | 209 | 204 | 195

3SS [ 2512525124 |24 24 | 24| 24 24 24 24 23

OTS | 44 |43 |43 |43 43| 43 |43 | 43 43 43 42 41

TDL | 18 | 18 | 17 { 18 [ 18 | 17 | 18 | 17 17 17 16 15

N3SS |27 126 |26 26 |26]| 25 | 25| 25 24 24 23 22

I38S | 20120191919 19 | 19| 19 18 18 18 17

N4SS |21 |21 (21 (2020 20 | 20| 20 19 19 19 18
NDS |21 {21 [|20}22(21] 20 |21| 20 20 20 19 18
SES |14 (14|14 [ 14|14 | 14 | 14| 14 14 14 14 13

The MSE results for 4x4 macroblock size is also shown in Figure 3.17 and
Figure 3.18.
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Figure 3.17 The Football sequence MSE values at 4x4 macroblock size for (a) FS,
3SS, NDS, N3SS, SES (b) FS, TDL, OTS, N4SS
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Figure 3.17 The Football sequence MSE values at 4x4 macroblock size for (a) FS,
3SS, NDS, N3SS, SES (b) FS, TDL, OTS, N4SS
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Figure 3.18 The Miss America MSE values at 4x4 macroblock size for (a) FS,
N3SS, TDL, NDS (b) FS, OTS, 3SS, SES, N4SS
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Figure 3.18 The Miss America MSE values at 4x4 macroblock size for (a) FS,
N3SS, TDL, NDS (b) ES, OTS, 3SS, SES, N4SS

The average SPN results of different macroblock sizes are shown in Figure 3.19
and 3.20 for Football and Miss America sequence respectively. It is seen that the
SES algorithm is faster than the other algorithms both in Football and Miss America

sequence.
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()
Figure 3.19 The Football sequence average SPN values at different macroblock sizes
for (a) N4SS, N3SS, 3SS, OTS (b) SES, TDL, NDS, I3SS
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Figure 3.19 The Football sequence average SPN values at different macroblock sizes
for (a) N4SS, N3SS, 3SS, OTS (b) SES, TDL, NDS, 13SS

For the Football sequence and 16x16 macroblock size the SES algorithm is 14.5
times faster than the FS, 3 times faster than OTS and 1.7 times faster than 3SS. For
the other algorithms, SES algorithm is faster than TDL 6.4 %, NDS 19.9 %, I3SS
21.7 %, N4SS 25 %, N3SS 46.5 %.

For the Miss America sequence and 16x16 macroblock size the SES algorithm is
15 times faster than the FS, 3.1 times faster than OTS and 1.7 times faster than 3SS.
For the other algorithms, SES algorithm is faster than- TDL 18.4 %, I3SS 29.6 %,
N4SS 35.0 %, NDS 37.4 %, N3SS 68.7 %.

The average MSE results of different macroblock sizes are shown in Figure 3.21

and 3.22 for Football and Miss America sequence respectively.
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Figure 3.20 The Miss America sequence average SPN values at different
macroblock sizes for (a) SES, TDL, N4SS, I3SS (b) NDS, 3SS, N3SS, OTS
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Figure 3.21 The Football sequence average MSE values at different macroblock
sizes for (a) FS, N3SS, NDS, 3SS (b) FS, OTS, TDL, N4SS, SES
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Figure 3.22 The Miss America sequence average MSE values at different
macroblock sizes for (a) FS, N3SS, OTS, TDL (b) FS, 3SS, NDS, N4SS, SES
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3.12 The Performance Results of Block Motion Estimation Algorithms with
Overlapping Block Motion Compensation ' '

Overlapping block motion compensation (OBMC) is an advanced scheme which
is used by H.263 for block motion compensation. The OBMC algorithm overlaps,
windows, and sums prediction blocks in order to reduce the error and effect of block

boundary discontinuities (Meier et al., 1999). In this method, each 16x16 current
macroblock (Ay) is divided into four 8x8 subblocks; upper-left (Ay"), upper-right

(AT), down-left (AR") and down-right (AQ*). The current macroblock Ay and its

subblocks AY", AR, AY-, A} are shown in Figure 3.23. In the OBMC, each 8x8

subblock is motion compensated using three motion vectors; motion vector of current
macroblock (MV1) and motion vectors of neigbour macroblocks (MV2 and MV3),
In Figure 3.23 the motion compensation procedure for the upper-left 8x8 subblock is

shown. Cy and By are the macroblock neighbours of A}". The motion vectors MV?2

and MV3 are belong to the Cy and By respectively. Cy; is the upper-left 8x8
subblock of the macroblock Cy.; pointed by MV2 in the previous frame. Let RCy.;
be the macroblock to the right of the Ci.; in the previous frame. RCY; is the upper-
left subblock of RCy.;. Since the Ay is on the right hand side of the Cy macroblock
then the RCy); subblock is used in the compensation algorithm. BY; is the upper-
left 8x8 subblock of the macroblock By.; pointed by MV3 in the previous frame. Let
DBn.1 be the down-side macroblock of the Bn.; in the previous frame. DBE'_‘l is the

upper-left subblock of DBy.;. Since the Ay is on the down-side of the By macroblock
then the DBE?l subblock is used in the compensation algorithm. Let UDy.; be the

upper-side macroblock of the Dy in the previous frame. UDyy is the down-left

subblock of UDy.;. Let LEn.; be the left hand side macroblock of the Ey.; in the

R

previous frame. LER] is the down-right subblock of LEy.;. Let Ay, is the upper-left

8x8 subblock of the macroblock Ay pointed by MV1 in the previous frame. AY- is

N-1

also used in the compensation algorithm.
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Figure 3.23 OBMC for upper left half of the Macroblock

In the compensation procedure the matrix Mc shown in Figure 3.24(a) is used for
the subblock A}, the matrix Myp shown in Figure 3.24(b) is used for upper or

down subblocks (DBE?l , the matrix Mgy, shown in Figure 3.24(c) is used for right or

left subblocks (RCE‘_‘,). Assume that Dy and Ey are the down and right hand side

macroblock neighbours of Ay. Therefore the subblocks of the the motion

compensated macroblock AN are computed by

AV=Mc. A% +Myp. DBY, + Mg . RCE

AR=Mc. AR + Myp. DBR +Mg. LER (3.2)

Ag‘* =Mc. Agl_'l +Mup . [IDBDIE + MgL . chr_"l

AR=Mc. AR +Myp. UDRS +Mge. LER;

The OBMC Weights in H.263 are shown in Figure 3.24.
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20111]1l1]1]1]2
2l2[111f111]12]2
212{111[1]11]2]2
21211]1]1[1]2]2
20211{1]1[{1]2]2
2(21111]1{1]2][2
212[1]1(1]1)2}2
2(11111f111}1]2
(c)

Figure 3.24 OBMC matrixes for a 16x16 macroblock. (a) Mc matrix for current
subblock (b) Myp matrix for top/bottom subblock.(c) Mgy, matrix for left/right
subblock. '

In H.263 Standard the macroblock is 16x16 pixel size and therefore the size of
motion compansated small luminance blocks are 8x8. Since the block motion
estimation algorithms described above were tested with different size of
macroblocks, additional new OBMC matrixes were also designed for 8x8, 16x8,
8x16, 4x4 macroblock sizes. Those OBMC matrixes and their coefficients are shown
in Figure 3.25, 3.26, 3.27 and 3.28.
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4151515151515/ 4 2121212212122
51516(6]6]|6]|5]15 111111111111
51516|6|6[6|5]|5 111191 f111}1
415[5]5]5]5]5]4 222122222
(a) (b)
2(111]1]1}1111}2
21211(1]1]11]2]2
2l211(111(112]2
2i1111111f11112
(©) .

Figure 3.25 OBMC matrixes for a 16x8 macroblock. (a) Mc matrix for current

subblock (b) Myp matrix for top/bottom subblock.(c) Mgy matrix for left/right
subblock.

4[5]514 212212 211{1}2
515[5]5 112|211 211]1{2
516[6]5 111[1]1 211]1]2
5|6[6|5 1{1[1]1 2(1]1]2
5|6|6(5 111]1]1 211[1]2
5161615 1111141 2111112
5{515]5 112[2]1 21112
4|51514 2121212 2(1[1]2
(@) (b) (c)

Figure 3.26 OBMC matrixes for a 8x16 macroblock. (a) Mc matrix for current

subblock (b) Myp matrix for top/bottom subblock.(c) Mgy matrix for ‘left/right
subblock.

4151514 2121212 21111]2

506165 1111111 2111112

51616]5 111111 2]11]1]2

4151514 2121212 2(1)1]2
(@) (b) (c)

Figure 3.27 OBMC matrixes for a 8x8 macroblock. (a) Mc matrix for current
subblock (b) Myp matrix for top/bottom subblock.(c) Mgy, matrix for left/right
subblock.
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616 1]1 1)1
616 ' 1{1] = 111
() (b) (c)

Figure 3.28 OBMC matrixes for a 4x4 macroblock. Each small luminance block
size is 2x2.(a) matrix for motion vector of current luminance block. (b)matrix for
motion vector of top/bottom luminance block.(c)matrix for motion vector of left /

right luminance block

-

The OBMC algorithm results are taken by using 75" and 76" frames of Football,
27" and 28" frames of Miss America sequence in CIF format. The FS, 3SS, OTS,
TDL, N3SS, I3SS, NDS, SES block motion estimation algorithms are used for the
OBMC algorithm. The macroblock sizes are defined as 16x16, 16x8, 8x16, 8x8, 4x4.
For each macroblock type the corresponding OBMC matrix is used.

In Table 3.5 to 3.10 the MSE results of the block motion estimation algorithms
without OBMC, with OBMC and the decrease in MSE are shown for the Football

and Miss America sequences.

It is seen from tables that the OBMC algorithm decreases the MSE value. It is
also seen that when the MSE values are big the OBMC algorithm decreases MSE

value sharply, but otherwise the decrease in MSE value is not significant.

Either much or less, decrease in MSE value by OBMC algorithm has some
advantages in coding. Since the MSE value is smaller than the original value after
OBMC, the number of significant wavelet coefficients after Discrete Wavelet
Trasform (DWT) decreases. This means, DWT of error frame contain more zero

wavelet coefficients. Thus, the compression ratio increases.

%,-,,_—'2""
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Table 3.5 MSE results for 75 and 76™ frames of Football sequence without OBMC

FS 388 OTS | TDL | N3SS | 13SS | NDS | SES
16x16 | 287.4 | 309.7 | 380.2 | 330.8 | 303.4 | 365.7 | 317.8 | 376.8
16x8 | 226.8 | 269.4 | 320.8 | 275.7 | 258.9 | 313.1 | 281.0 | 3289
8x16 | 227.7 | 272.6 | 311.3 | 274.8 | 2684 | 308.2 | 269.6 | 328.2
8x8 | 173.5 | 2324 | 265.7 | 237.8 | 218.8 | 264.7 | 242.7 | 294.3
4x4 | 955 | 1548 | 1629 | 177.7 | 137.0 | 186.2 | 206.5 | 203.8

Table 3.6 MSE results for 75™ and 76" frames of Football sequence with OBMC

FS 3SS OTS | TDL | N3SS | I3SS | NDS | SES
16x16 | 237.8 | 252.8 | 314.8 | 269.6 | 247.8 | 308.6 | 2604 | 314.2
16x8 | 190.8 | 2233 | 262.3 | 228.0 | 215.1 | 263.4 | 235.2 | 269.9
8x16 | 192.7 | 226.7 | 2629 | 2274 | 222.3 | 2649 | 2263 | 271.3
8x8 | 148.2 | 1984 | 227.0 | 200.8 | 1839 [ 226.3 | 202.7 | 249.2
4x4 | 85.7 | 1369 | 143.8 | 156.5 | 119.7 | 165.6 | 174.6 | 178.8

Table 3.7 Decrease in MSE for 75" and 76™ frames of Football sequence by OBMC

ES

3S8S

OTS

TDL

N3SS

I3SS

NDS

SES

16x16

%17.3

%18.4

%17.2

%18.5

%18.3

%15.6

%18.1

%16.6

16x8

%15.9

%17.1

%18.2

%17.3

%16.9

%15.9

%16.3

%17.9

8x16

%15.4

%16.8

%15.5

%17.2

%17.2

%14.1

%16.1

%17.3

8x8_

%14.6

%14.6

%14.6

%15.6

%15.9

%14.5

| %16.5

%15.3

4x4

%10.3

%11.6

%11.7

%11.9

%12.6

%11.1

%15.4

%12.3

Table 3.8 MSE results for 27" and 28" frames of Miss America without OBMC

ES 3SS OTS | TDL | N3SS | I3SS | NDS | SES

16x16 | 9.5 9.9 9.1 9.9 9.6 10.1 9.9 10.1
16x8 | 9.0 9.4 9.3 9.5 9.2 9.8 9.6 9.8
8x16 | 9.2 9.4 9.2 9.5 93 9.8 9.7 9.9
8x8 8.1 8.7 8.5 8.8 8.5 9.2 9.3 9.3
4x4 5.6 6.7 6.4 6.9 6.5 7.0 7.0 7.5




48

Table 3.9 MSE results for 27% and 28" frames of Miss America with OBMC

FS 3SS OTS | TDL | N3SS | I3SS | NDS SES

16x16 | 8.6 8.9 8.8 8.9 8.7 9.1 9.0 9.2

16x8 7.8 8.3 8.1 8.4 7.8 8.5 8.4 8.5

8x16 | 85 8.7 8.6 8.6 84 8.7 8.6 9.6

8x8 7.8 7.9 7.6 7.7 74 8.3 8.1 8.3

4x4 54 6.0 59 6.8 5.8 6.1 6.2 6.7

Table 3.10 Decrease in MSE for 27" and 28™ frames of Miss America by OBMC

EFS 3SS OTS | TDL | N3SS | I3SS | NDS SES

16x16 | %9.7 | %10.1 | %9.1 | %9.6 | %10.0 | %9.5 | %9.7 | %9.0
16x8 | %134 | %12.0 | %12.5 | %11.6 | %15.0 | %13.2 | %13.0 | %13.1

8x16 | %79 | %82 | %72 | %93 | %9.7 | %11.7 | %10.6 | %2.6
8x8 | %3.8 | %94 | %10.9 | %12.1 | %12.6 | %10.3 | %12.9 | %10.4
4x4 | %3.2 | %11.0 | %8.0 | %1.7 | %l11.1 | %13.1 | %10.6 | %11.7

A visual result of the OBMC algorithm is shown in Figure 3.29. In Figure 3.29(a)
the reconstructed 76™ frame of Football sequence is shown when the block motion
estimation algorithm is NDS and macroblock size is 8x8. In Figure 3.29(b) the
OBMC result is shown. It is clearly seen from Figure 3.29(b) that the OBMC
algorithm decreases both MSE value and block effects.

(@) (b)
Figure 3.29 a) NDS result at 8x8 macroblock size for 76™ frame of Football b) The
result of the OBMC algorithm.
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3.13 Conclusion

In this chapter, the popular block motion estimation algorithms are computer
simulated using standard 100 frames of CIF Football and Miss America video
sequences. These block motion estimation algorithms are Full Search (FS), Two
Dimensional Logarithmic Search (TDL), One at a Time Search (OTS), Three Step
Search (3SS), An Improved Three Step Search (I3SS), A New Three Step Search
(N3SS), A Novel Four Step Search (N4SS), Simple and Efficient Search (SES) and
New Diamond Search (NDS). The simulation results show that the SPN order from
best to worst is SES, TDL, NDS, I3SS, N4SS, N3SS, 3SS, OTS and FS for the
Football sequence and SES, TDL, I3SS, NDS, N4SS, 3SS, N3SS, OTS and FS for
the Miss America sequence. It is clearly seen that SES, TDL and NDS algorithms are
faster than the rest of the block motion estimation algorithms.

The block motion estimation algorithm is performed by using large macro block
size (16x16). That’s why the average MSE value for large block sizes is considered.
The results show that the NDS has the best performance. Unfortunately the SES,
TDL and I3SS, which have very good performances as far as SPN is concerned, have
very poor MSE values. When both average SPN and MSE are concerned, it can be
seen easly that NDS has the best performance. Therefore as a block motion

estimation algorithm the NDS is selected to track the local motion.

The overlapping block motion compensation technique which is an advance
scheme used in the H.263 standard is described, computer simulated and its
performance results are also presented in this chapter. The OBMC technique is used
after the New Diamond Search block motion algorithm to reduce the block artifacts.
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CHAPTER FOUR
DISCRETE WAVELET TRANSFORM

4.1 Introduction

The early work about wavelet was in 1980’s by Morlet, Grossman, Meyer, Mallat,
and others, but it was the paper by Ingrid Daubechies (Daubechies 1., 1988) that
caught the attention of the larger applied mathematics communities in signal

processing, statistics, numerical analysis and image processing.

The purpose of the most modern wavelet research is to create a set of basis
functions and transforms that Will give an informative, efficient, and useful
description of a function or signal. If the signal is represented as a function of time,
wavelets provide efficient localization in both time and frequency. Another feature of
wavelets is the multiresolution where the decomposition of a signal is in terms of the

resolution of detail.

The multiresolution decomposition seems to separate components of a signal in a
way that is superior to most other methods for analysis, processing, or compression.
Because of this powerful and flexible decomposition, linear and nonlinear processing
of signals in the wavelet transform domain offers new methods for signal detection,

filtering, and compression.
4.2 The Wavelet Characteristics
The wavelet expansion set is not unique. There are many different wavelet

systems that can be used effectively, but all seem to have the following three general

characteristics;
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1) A wavelet system is a set of building blocks to construct or represent a signal or
function. It is a two-dimensional expansion set (usually a basis) for some class of one

(or higher) dimensional signals. In other words, if the wavelet set is given by ¥, , (t)

for indices of j, k= 1,2,..., a linear expansion would be f(¢)= ZZa Xk (t) for
K j

some set of coefficients a, .

2) The wavelet expansion gives a time-frequency localization of the signal. This
means most of the energy of the signal is well represented by a few expansion

coefficients, a Tk .

3) The calculation of the coefficients from the signal can be done efficiently. It
turns out that many wavelet transforms (the set of expansion coefficients) can
calculated with O(N) operations. This means the number of floating-point
multiplications and additions increase linearly with the length of the signal. On the
other hand the fast Fourier transform (FFT) requires O(Nlog(N)) operations.

4) All first generation wavelet systems are generated from a single scaling
function or wavelet by simple scaling and translation. The two dimensional
parameterization is achieved from the function (sometimes called the generating

wavelet or mother wavelet) ¥(¢) by

¥, ()=2"¥/1-k) jkezZ N S)

where Z is the set of all integers and the factor 2¥? maintains a constant norm
independent of scale j. This parameterization of the time or space location by k and

the frequency or scale (actually the logarithm of scale) by j turns out to be effective.

5) Almost all useful wavelet systems also satisfy the multiresolution conditions.
This means that if a set of signals can be represented by a weighted sum of scaling

function ®(z—k), then a larger set (including the original) can be represented by a

weighted sum of ®(2¢ - k). In other words, if the basic expansion signals are made
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half as wide and translated in steps half as wide, they will represent a larger class of

signals exactly or give better approximation of any signal.

6) The lower resolution coefficients can be calculated from the higher resolution
coefficients by a tree-structured algorithm called a filter bank. This allows a very
efficient calculation of the expansion coefficients (also known as the discrete wavelet

transform) and relates wavelet transform to an older area in digital signal processing.

4.3 The Wavelet Expansion

-

A signal or function f(t) can often be better analyzed, described, or processed if

expressed as a linear decomposition by

£ =Za,‘P, (¢) (4.2)

the finite or infinite sum, g, are the real-valued expansion coefficients, and ¥, (t) are

Where 1 is an integer index for

a set of real-valued functions of t called the expansion set. If the expansion (4.2) is
unique, the set is called a basis for the class of functions that can be so expressed. If

the basis is orthogonal, meaning

(F O [BOROa-0 (53)

then the coefficients can be calculated by the inner product

a, = (£, (@) = [}, (e)ar (4.4)

One can see that substituting equation (4.2) into equation(4.4) and using equation

(4.3) gives the single a, coefficient. For the wavelet expansion, a two-parameter

system is constructed such that expansion (4.2) becomes
f(t)= ;Zaj,k‘{’j,k(t) (4-5)
J

here both j and k are integer indices and the ¥, (t) are the wavelet expansion

functions that usually form an orthogonal basis. The set of expansion coefficients
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a;, are called the discrete wavelet transform (DWT) of (t) and definition (4.5) is

the inverse transform.

The goal here is to generate a set of expansion functions such that any signal in

L2(R) (the space of square integrable functions) can be represented by the series

)= a2 ¥t -k) (4.6)

The eciuation (4.6) can be obtained by substituting equation (4.1) into equation (4.5).
A more specific form indicating how the a;,’s are calculated can be written using

inner products as

£6)=3 (%, 0 r0)2,,0) (4.7)

Jok
4.4 The Scaling Function

In order to understand the idea of multiresolution, first of all the scaling function
definition and then wavelet function definition have to be understood. A set of
scaling funcﬁons can be defined in terms of integer translates of the basic scaling
function by

®,(t)=o(t-k) kezZ , ®el’ (4.8)

The subspace of L?(R) spanned by these functions is defined as

Vy = Spam® (¢ (4.9)

for all integers k from minus infinity to infinity. The over-bar denotes closure. This

means that

f(t)= Zk:akcbk(t) for any f(t)e Vs (4.10)

One can generally increase the size of the subspace spanned by changing the time
scale of the scaling functions. A two-dimensional family of functions is generated
from the basic scaling function by scaling and translation by
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®,,()=2"" o2/ t-k) (4.11)
whose span over k is

v, = Spani®, (271 b= Spani®, ()} (4.12)

for all integers k € Z. This means that if f(t) € V;, then it can be expressed as
f0)=3a, 02/t +k) (4.13)
- .
4.5 Multiresolution Analysis

In order to explain scale or resolution, the basic requirement of multiresolution

analysis is formulated by a nesting of the spanned spaces as

wcV,cV,cV,cV,cV,c..cl’ (4.14)
or
VeV, foradl jeZ (4.15)
with
v, =1{}, v,=I (4.16)

The space that contains high resolution signals will contain those of lower resolution

also. Because of the definition of .Vj, the spaces have to s'atisfy a natural scaling

condition

fBev, o fl)ev, (4.17)

which obtains elements in a space are simply scaled version of the elements in the

next space. The relationship of the spanned spaces is illustrated in Figure 4.1.
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V3o Vo ViV

Figure 4.1 Nested vector spaces spanned by the scaling functions

The nesting of the spans of CD(Z’ t —k), denoted by V; and shown in expression

(4.14) and (4.17) and graphically illustrated in Figure 4.1, is achieved by requiring
that ®(¢) € ¥;, which means that if ®(¢) is in ¥, , it is also in V|, the space spanned

by ®(2t). Therefore ®(¢) can be expressed in terms of a weighted sum of shifted
®(2t) as

o(t)= Zhs(n)\[iQ(Zt—n), neZ (4.18)

where the coefficients &, (n) are a sequence of real or sometimes complex numbers

called the ‘scaling function coefficients’ and the V2 maintains the norm of the
scaling function with the scale of two.

4.6 The Wavelet Functions Used by the Introduced Encoder

The important features of a signal can be better  described or parameterized, not

by using only scaling funtions @, (t), but also by defining a slightly different set of
wavelet functions ¥, (t) that span the differences between the spaces spanned by

the various scales of the scaling function (Rao & Bopardikar, 1998). These functions

are called wavelet functions.



56

There are several advantages when the scaling functions and wavelets be
orthogonal. Orthogonal basis functions allow simple calculation of expansion
coefficients and have a Parseval’s theorem that allows a partitioning of the signal

energy in the wavelet transform domain. The orthogonal complement of ¥; in V,, is
defined as W, . Therefore all the members of ¥, are orthogonal to all members of

W, . The orthogonality feature is shown in equation (4.19).

(0,00, @)= [0,.0)¥,6)d=0, jklez (4.19)

The relationship of the various subspaces can be seen from the following

expressions. From equation (4.14) it is seen that we may start at any ¥, say at j=0,

and write

VocV,cV,c..cl? (4.20)

The wavelet subspace W, is defined such that

Vo=V, ® W, (4.21)
which extends to
V,=V,®@W,0W, (4.22)
In general this gives
P=V,oW,&W®.. (4.23)

when ¥V, is the initial space spanned by the scaling function CIJ(t—k). Figure 4.2
shows the nesting of the scaling function spaces ¥, for different scales j and the

relationship between wavelet and scaling functions.
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Wl W LWl Vo V3o Vo VDoV

%
2
<D

Figure 4.2 Scaling function and wavelet vector spaces

The scale of initial space is arbitrary and could be chosen at a higher resolution.

For high resolution j =10 to give
L =V,,® W,,® W, ®.. (4.24)
or at a lower resolution such as j = -5 to give

P=V,0W ,0W, 9O .. (4.25)

or at even j = -co where the equation (4.23) becomes

I=.0W,0W OW,0W,OW,® .. (4.26)

Since the wavelet functions form in the space spanned by the next narrower

scaling function W, c ¥, , they can be represented by a weighted sum of shifted

scaling function ®(2¢) defined in equation (4.18) by

%)= h, (W20t -n), nez (427)

for some set of coefficients #,(n). It is seen that the wavelet functions spans the

‘difference’ or orthogonal complement spaces. The wavelet coefficients are required

by orthogonality to related to the scaling function coefficients by
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b, (n)=(~1)"4,(1-n) (4.28)
The function generated by equation (4.27) gives the mother wavelet ‘I’(t), and

expansion of the mother wavelet function is given by equation (4.1).

It is seen that a set of functions ®,(¢) and Y, (t) can span all of L*R).

According to definition (4.23) any function f(¢) e Z*(R) can be written

)= 30,0+ > d,(k)2,, () (4.29)

k=—c0 j=0 k=—0

as a series expansion in terms of the scaling and wavelet functions. In the definition
(4.29), the first summation gives a function that is a low resolution or coarse
approximation of f(¢). For each increasing index j in the second summation, a finer

resolution function is added, which adds increasing detail.

The coefficients in the wavelet expansion (4.29) are called ‘discrete wavelet
transform’ of the signal f (t) If the wavelet system is orthogonal, the wavelet and
the scaling function coefficients can be calculated by inner products that is given in

the equation (4.30) and (4.31).

¢ (0)=(r0)@,,()) = [F)@ ()t (4.30)

d, (k) =<f(t)’ ¥, (t)> = jf(t)qu,k (t)dt (4°3 l)

Here the c; (k) and d ; (k) represent the scaling function coefficients and the wavelet

function coefficients respectively. Some of the wavelet and scaling function
coefficients are given in Table 4.1 (Kim & Li, 1998). The Haar, Daubechies(4) and
Biorthogonal(9,7) wavelet and scaling functions are also shown in Figure 4.3.



59

Table 4.1 Haar, Daubechies and Biorthogonal wavelet and scaling function
coefficients '
Scaling Function Coefficients | Wavelet Function Coefficient
Haar hs(1)=hs(2)=0.707106781 hw(1)=-hw(2)= 0.707106781
Daubechies (4) hy(1)= 0.482962913 hy(1)= hy(4)
hs(2)=0.836516303 hw(2)= -hs(3)
hs(3)=0.224143868 hy(3)= hs(2)
hy(4)=-0.12940952 hw(4)= -hs(1)
Daubechies (6) hy(1)=0.33267055 hy(1)=0.035226283
hs(2)= 0.806891508 *| hw(2)=0.08544127
hy(3)= 0.459877504 hy(3)=-0.13501101
hy(4)=-0.13501101 hy(4)=-0.459877504
hs(5)=-0.08544127 hw(5)=0.806891508
hs(6)= 0.035226283 hy(6)=-0.33267055
Biorthogonal(9.7) | hs(1)=hs(9)=0.603162084 hy(1)=hw(7)=0.557553697
hs(2)=h,(8)=0.266862099 hw(2)=hy(6)=-0.29564134
hs(3)=hs(7)= -0.07822015 hy(3)=hy(5)=-0.02877217
hs(4)=hy(6)= -0.01686378 hy(4)=0.045636671
hy(5)=0.026749849
Biorthogonal(9.3) | hy(1)=hs(9)= 0.03314563 hy(1)= hw(3)=-0.35355339

hy(2)=hy(8)= -0.06629126
hs(3)=hs(7)=-0.17677669
hs(4)=hy(6)= 0.419844651
hs(5)=0.99436891

hw(2)=0.707106781
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In the proposed video compression system a short and a long wavelet filter banks
are used together. Since the long filters provide good frequency localization the
Biorthogonal (9.3) is used at the first level of DWT. Biorthogonal (9.3) is also very
good at image compression (Xiong et al., 1999), (Zhou & Ma, 2000). Since the short
filters provide less ringing artifacts the Haar is used at the second and third levels of
DWT (Chang & Lu, 1999), (Shen & Delp, 1999), (Sodagar et al., 1999), (Yeung,
1997), (Zheng & Quan, 1996).

In many applications only the coefficients of hs(n) and hy(n) are used instead of
scaling and wavelet functions. In the video processing, the hs(n) and the hy(n)
coefficients are used to analysis or synthesis a video frame. The two-band analysis

tree is shown in Figure 4.4.

In the first stage of the two-band analysis tree given in Figure 4.4, the
spectrum of ¢, (k) is divided into a lowpass and highpass band. The lowpass

coefficients of ¢, (k) are obtained by using scaling function coefficients. On the other
hand the highpass coefficients of d, (k) are obtained by using wavelet function

coefficients. The first stage of DWT divides the spectrum into two equal parts. The

second stage divides the lower half into quarters and so on.

bo(n) [ 12 — 4§

Cjtl — hw(n) | 12 — dia

hy(n) —1 12 gj

hy(n) 12—

Figure 4.4 Two-stage two-band analysis tree

For synthesis in the filter bank we have a sequence of first up-sampling or
stretching, then filtering that is shown in Figure 4.5. In the synthesis process, firstly
the input signal is stretched to twice its original length. Then using the same scaling
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and wavelet filter coefficients as in the analysis the original signal can be obtained

without any loss.

dj —1 12 | hy(n)

di1— 12 14 hy(n) Cj+l

12 o h(w)

Gl— 12 = hin)

Figure 4.5 Two-stage two-band. synthesis tree

The refinement matrix M is important to determining the properties of wavelet
systems [30]. The matrix M is obtained from the basic recursion equation (4.18) by
evaluating ®(¢) at integers. This looks like a convolution matrix with the even (or

odd) rows removed. This matrix is illustrated for N=6 by

1
-
1
1

(h, 0 0 0 0 O
hyh by 0 0 O
ﬁmm@m%o

0 hy hy hy hy by
00 0 hyh,h,
0000 0 0|

—
[ond o

N

(4.32)
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which we write in matrix form as M ® =®. Here M is the 6x6 matrix of the h(n)
and @ is the 6x1 vectors of integer samples of @(¢). This matrix representation can

also be written for the W(f) by using wavelet coefficients instead of scaling

coefficients.
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4.7 Conclusion

The Chapter 4 describes some useful features of the discrete wavelet transform.
These are the definition of discrete wavelet transform, wavelet and scaling function

expansion, multiresolution analysis and matrix representations.

In order to remove the spatial correlation a three level of DWT is used instead of
DCT. DWT seems to have better performance than DCT for image and video coding
(Xiong, Z. et al., 1999). DWT also provides us the scalability functionalities of
image and video. The encoder uses different filter bank at each level of the
decomposition. Since the longer filters provide good frequency localization and
shorter filters cause less ringing artifacts, the Biorthogonal 9.3 filter bank is used at
the first level of the DWT decomposition followed by the Haar filter for the

remaining two levels.

The scaling and the wavelet function coefficients of the Daubechies 4, Daubechies
6, Biorthogonal 9.7, Biorthogonal 9.3 and the Haar wavelet (Rao, RM. &
Bopardikar, A.S., 1998) are presented. The graphical representation of the
Biorthogonal 9.3 and the Haar scaling and wavelet functions, which are used by the

proposed encoder are also given in this chapter.
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CHAPTER FIVE
QUANTIZATION

Digital signal processing involves sampling of an analog signal and quantization
of the sampled data into a finite number of levels. These levels are called
quantization levels that are based on some criteria such as minimization of the

quantizer distortion.

Quantizers can be classified as uniform or nonuniform. A uniform quantizer is
completely defined by the number of levels it has, its step size, and whether it is a
midriser or a midtreader. A nonuniform quantizer implies that the step sizes are not
constant. Therefore , the nonuniform quantizers has to be specified by the input and

output levels.

Quantization is many-to-one mapping which is irreversible. It can be performed
by scalar and vector quantizers. Scalar quantization refers to element-by-element
quantization of data, whereas quantization of a block of data is known as vector

quantization.
5.1 Scalar Quantization

In scalar quantization each source output is quantized into a number of levels and
these levels then are encoded into a K-ary sequence where K is the number of levels.
The goal of the scalar quantizer is to map the set of real numbers into a finite set and
at the same time minimize the distortion introduced. In scalar quantization the set of
real numbers R is partitioned into K disjoint subsets or intervals denoted

I, =(k=1,2,...,K). Corresponding to each interval I, , a reproduction point X, that
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usually belongs to I, is chosen. If the source output at a time i, x(i) , belongs to 1,
then it is represented by x, , which is the quantized version of x(i). The reproductic;n
points X%, can be represented by a binary codeword of fixed length. Since there are K
possibilities for the quantized levels, log, K bits are enough to encode these levels

into binary sequences (K is generally chosen to be a power of 2). The price to pay for
a decrease in rate from infinity to log, K, of course, the introduction of distortion.
The quantization function Q(x) is defined by

O(x)=x, for all xeI, (5.1)

This function is shown in Figure 5.1 for an 8 level quantizer. The reproduction

letters {xl,xz,...,xk} are also called quantizer levels and the interval endpoints

{xo,xl,...,xk} are called decision thresholds. Q(x) is a non invertible function and

some information is lost during the process of quantization.

Q®+
%y
%
z':ﬁ
n % % X,
Xy =—00 % % B xg=00
X3
%y
%

Figure 5.1 Transfer function of a uniform 8-level midriser quantizer

The distortion measure d(x,x,) is defined between the source output realization

and its corresponding reproduction value. The distortion is calculated by the distance
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between x, and x,. The squared error is the most common distortion measure and

its defined as

d(x,ick)= (x—xk)2 (5.2)

The quantization error q is calculated by taking the average of d(x,Q(x)) as
q=Eld(x0())= [d(x0x)P,(x)dx (5.3)

Where the P,(x) is the probability distribution of the source. Using the definition

-

(5.1), the expression (5.3) can be written as

Xg

> fal)p. (e (5.4

i=l Xkt

q

The quantizer parameters(quantizer levels and decision thresholds) are chosen to
minimize the quantization error q given a number of quantizer levels and source

distribution. Because d(x,%,) is a monotone, non-decreasing function of distance
between x and X, the decision thresholds are defined through d(x,x,) once the
quantizer levels {J'cl,fcz,...,ick} are specified. Therefore the problem of quantizer
design reduces to find the set of levels {%,,%,,...,%, } such that q is minimized. The

necessary conditions for the minimization of q are obtained by differentiating

equation (5.4) with respect to x, and X, and equating the results to zero. This gives

%, = i%_x (5.5)
Tep,(x)ax

b= A——— (5.6)
IPx(x)dx

The equation (5.5) and (5.6) are known as the nearest neighbor condition and the

centroid condition respectively. A quantizer satisfying both equations is called
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Lloyd-Max quantizer. An iterative algorithm to simultaneously solve both equations
is given in (Lloyd, 1982).

5.2 Lloyd-Max Quantization

Lloyd-Max is a non-uniform quantizer based on Mean Square Error (MSE)
criterion (Yin, 2000). Let X be a random variable with a probability density function

f(x). The decision levels x, and reconstruction levels 7, are defined by minimizing

the average distortion D in equation (5.7).
D= E[X - X]Z = [f.(x)(x—2) & (5.7)

Using equation (5.7) the L-step optimal scalar quantizer can be written as

D=3 J£@)e-n) d 69)

i=l x -1
The minimiiation of Dis
a—D=0, 1<i<L
o,
oD
—=0, 1<i<L 5.9
{2 (5.9)
X, ==—00
L .XL = 00

When the equations (5.8) and (5.9) are solved, the decision levels: x; and

reconstruction levels 7, are obtained as

r

EFAOE
r,="'-;, , 1<i<L
[£.(x)ax
| ,=’_fiz.’ﬂ, 1<i<L-1 (5.10)
Xg =~
(XL =
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1

Since the Laplacian distribution f {x)= e °  is symmetric, then it is enough
x o Yy

to design the Lloyd-Max quantizer for positive values only and use the
corresponding negatives for negative X. Therefore, the goal is to implement the

Lloyd-Max quantizer which satisfies

[ x
1)
O'(x+—— i i
2) Xi1
r= g 1<is<L
ﬁ
) e-vfixa-
Xi1
(o
—-’!—1’2"—' 1<i<L-1 (5.11)
%, =0
kx,_:oo

to all subbands of DWT except the lowest subband, where o is the standard
deviation corresponding to that subband. In practice, equation (5.11) can be solved

by an iterative scheme such as the Newton method.

In order to design a 2L step Lloyd-Max quantizer for a Laplacian distribution, we

need to have S refining intervals. The relationship between L and Sis

(_s_+_1)§s_+2) =L (5.12)

Figure 5.2 shows an example of 10-step Lloyd-Max quantizer on the positive side of

the coefficients. Since L=10 then S=3 refining intervals are required.
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t Refine 1 interval

~
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8'5?

32— : :

0.10=_¢t_: : : ,
214571101137 179 232 3.04 417 0o
T3 T T1

Figure 5.2 20-step Lloyd-Max quantizer. 10 steps on the positive side are shown.

Negative side is symmetric.

Figure 5.2 also shows the important checking thresholds and the refining thresholds.
Figure 5.3 explains the Lloyd-Max algorithm in detail and shows the refining
thresholds. Since the S=3 in this figure, the third stage is the last stage of the Lloyd-
Max quantizer shown in Figure 5.3(c) and shows the final optimum quantizer step
sizes. In the first stage shown in Figure 5.3.(a), x,=2.32 is defined as the initial
threshold and x, = 4.17 as the refining threshold to do the important checking and the
refinement on the interval [2.32,00), respectively. In order to remind the decoder, one
bit is sent to indicate if the important wavelet coefficient is in the upper level or the
lower level of the interval. Therefore the interval [2.32,00) is refined to two intervals,
[2.32,4.17) and [4.17,0). The reconstructed value for those important wavelet

coefficients in the interval [4.17,0) is #,= 4.88. For the important wavelet

coefficients in the interval [2.32,4.17) the equation

417 1 3 417

dx 2x
z.!zxfx(x) = [x+ ﬁ)e 232 _ 2.88
4.17 - [ e
232 2.32
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is used to determine the reconstructed value. Similarly the same opreation is applied

to second and third stages. Figure 5.3(b) and figure 5.3(c) show the details of the
operations for the stage 2 and stage 3 respectively.

Refine 1 interval

N

2.88

Ti=%¢ Xy X1
(a)
Refine 2 intervals
(b)

Figure 5.3 The refining algorithm for 3 stages of Lloyd-Max quantizer (a) Refine 1
interval [x7 ,%,,) and take x, as the refining threshold in the first stage. (b) Take X

and x; as the refining thresholds and refine the intervals [x3 ,X,) and [x,,xg) in the
second stage. (¢) Takex,,x, and x, as the refining thresholds and refine the

intervals [x,,x3), [xs,xs) and [xs,x7) in the third stage.
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Refine 3 intervals
Xy Z3XyZsXg X¢ Xy Xy %10
T 1 1
Ts To T
(©

Figure 5.3 The refining algorithm for 3 stages of Lloyd-Max quantizer (a) Refine 1
interval [x7 ,X,;) and take x, as the refining threshold in the first stage. (b) Take x,

and x, as the refining thresholds and refine the intervals [x,,x7) and [x,,x,) in the
second stage. (¢) Takex,, x, and x, as the refining thresholds and refine the

intervals [x,,x3), [x3,x5) and [xs,x7) in the third stage.

In order to to design the Lloyd-Max quantizer for each wavelet layer, the standard
deviations for all wavelet layers have to be known except the lowest frequency
subband. Therefore the encoder has to calculate the standard deviation for those
wavelet layers and obtains the Lloyd-Max quantizer for each layer based on the
required number of stages. Thus, the number of stages and the standard deviations
belong to each wavelet layer have to be sent to the decoder as side information. In
fact, we do not need to design the Lloyd-Max quantizer for each wavelet layer with
different standard deviations. Because the Lloyd-Max quantizer for the Laplacian
distribution with standard deviation ¢ is ¢ x (Lloyd-Max quantizef for the Laplacian

distribution with unit standard deviation).

It is required to modify the significance map coding to adapt to those wavelet
layers with different standard deviations. The significance checking is done by
comparing the magnitude with the thresholds

T=0,T,,m=2,.,M, s=1,.,S (5.13)

for the coefficients from the wavelet layer m at stage s.
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5.3 Vector Quantization

Image data compression using vector quantization (VQ) has received a lot of
attention in the last twenty years because of its simplicity and adaptability (Gray,
1984) (Idris & Panchanathan, 1997). Vector quantization requires the input image to
be processed as vectors or blocks of image pixels. The encoder takes a vector and
finds the best or closest match, based on some distortion criterion, from its stored
codebook. The address of the best match is then transmitted to the decoder. The
decoder takes this address number and finds the corresponding vector from its
codebook. The reconstructed image is obtained. Data compression is achieved in this
process because the transmission of the address requires fewer bits than transmitting

the vector itself.

The performance of encoding and decoding by vector quantization is dependent
on the available codebook and the distribution of the image data relative to it. Hence,
the design of an efficient and robust codebook is very important in vector
quantization. Linde, Buzo and Gray first suggested a practical suboptimal clustering
analysis algorithm, known as the LBG algorithm (Lin & Tai, 1998) to generate a
codebook based on some training set. It is said that the algorithm only guarantees a
locally optimum codebook relative to the source data used (the training set). The
simulated annealing (SA) method of generating a codebook tries to obtain a global
optimum by a stochastic relaxation technique. In vector quantization N-dimensional
data space is divided into L regions called Voronoi regions. Figure 5.4 shows an

example of such regions for the dimension of N=2.

The size of codebook and the vector dimension also play a major role in
determining the overall performance. From Shannon’s rate distortion theory we
know that the larger the vector dimension, the better the potential performance.
However, with increased vector dimension the required codebook size also increases,
and the result is an exponential increase in encoding complexity. So for practical
limitations one is forced to work with low-dimensionality vector quantization with

less quality, despite the fact that better vector quantization performance is
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theoretically possible. The increase in codebook size also introduces the problem of

empty cells in the generated codebook. Erhpty cells makes the codeword zero.

Figure 5.4 Voronoi regions
5.3.1 Codebook design by LBG algorithm

A vector quantizer can be defined as a mapping Q of K-dimensional Euclidean
space R® into a finite subset Y of R*. Thus,

Q:R Y (5.14)
where Y = (fc,. d=123,..,N ) is the set of reproduction vectors and N the number of
vectors in Y. It can also be.seen as a combination of two functions : an encoder,
which views the input vector x and produces the address of the reproduction vector
specified by Q(x), and a decoder, which uses this address to produce the reproduction
vector x. If a distortion measure d(x, f) which represents the penalty or cost
associated with reproducing vectors x by X is defined, then the best mapping Q is the
one which minimizes the distortion. The LBG algorithm and other variations of this

algorithm are based upon this minimization, using a training data set as the signal.

One simple distortion measure for waveform coding is the square error distortion

given by
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2

2 K-1
d(e8) =l -5 =3z, - 2,) (5.15)

j=0

K is the number of x vectors.

The goal in designing a vector quantizer is to obtain a quantizer consisting of N
reproduction vectors, such that it minimizes the expected distortion. If there is no
other quantizer that can achieve the minimum expected distortion this condition can
be provided. Lloyd proposed an iterative nonvariational method known as the design
of scalar quantizers. For some years later, Linde, Buzo and Gray extended Lloyds’
basic approach to the general case of vector quantizers and the training algorithm
was called LBG algorithm.

Let the expected distortion be approximated by the expression

Dx, q(x)) = —]lgﬁd(x,-, z) (5.16)

i=0
The LBG algorithm for a known distribution training sequence follows these rules

1) Let N=number of levels ; distortion threshold & > 0. Assume an initial N level
reproduction alphabet ;10, and a training sequence (xj ;J=0,1,2,...,n —1), and m=

number of iterations, set to zero.

2) Given A,=(y;i=12,..,N), find the minimum distortion partition
P(;I,,,) =(Si i=1, ..., N) of the training sequence : x; € §; if d(xj,y,.) < d(xj,y,)

for all 1. Compute the average distortion.
D, =D|(4,, P(4,))| =n- IgminyeAmd(xj, y) (.17)

) If (D,,,_l —Dm)/Dm < &, stop the iteration with 4 as the final reproduction

alphabet; otherwise continue.
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4) Find the optimal reproduction alphabet P(4,)) =(#(5);i=1,2, .., N) for
P(ﬁm) where
1

(s, "Il ixj (5.18)

Jx;e8;

5) Set /AIM, = x‘(S,), increment m to m+1, and go to (2).

In the above iterative algorithm an initial reproduction alphabet 20 was assumed
in order to begin the algorithm. There are several techniques to obtain the initial
codebook. The simplest technique is to use the first widely spaced words from the
training data. Linde, Buzo and Gray used a splitting technique where the centroid for
the training sequence was calculated and split into two close vectors. The centroids
or the reproduction vectors for the two partitions were then found. Each resulting
vector was then split into two vectors and the above procedure was repeated until an
N level initial reproduction vector was obtained. Splitting was performed by adding a
fixed perturbation vector € to each vector y, generating two vectors y, + &,y — €.

Figure 5.5 shows the block diagram of simple vector quantization.

Input

Nearest Table | Output
Veﬁ Neigbor Channel M 1,00k Up
Rule

XXX X X X X X
X XXX X X X X
X X X X X X X X
IFEEES xxxx
i n =

- n

a | ]
Codebook Codebook

Figure 5.5 Block diagram of simple vector quantizer
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5.4 Hierarchical Finite State Vector Quantization

The hierarchical finite state vector quantization(HFSVQ) (Yu&Venetsanopoulos,
1994) is a new technique which is developed on the basis of different VQ techniques.
In the HFSVQ, an original image is divided to blocks of different sizes, which are
then assigned into different layers, according to their variance. The blocks of small
variance which are located in a smooth region of the image will have large sizes and
be assigned into higher layers. Fewer codewords can be used in the higher layers
since there are strong correlations between the pixels in the smooth regions. The
blocks located in edge regions where the variance, vary dramatically from pixel to

pixel need large number of codewords to represent all of the different block types.

There are two parts in HFSVQ. One part consist of the structure codes which
provide the data of layer assignment of the image blocks. The other part consists of
the local address codes of the codewords in the codebook. It is proved that this
coding scheme is more efficient than VQ and by using HFSVQ we achieve a further

bit rate reduction.

5.4.1 Structure map construction

Any gray level image can be divided into several regions according to its
variance. The regions with small variance correspond to the smooth area of the
image and fhe regions which have edges with different sharpness demonstrate
relatively grater variances. In this thesis, three types of layers are used. The higher
layers have the small sizes of blocks that are obtained from the second or third
wavelet transform decomposition and the lower layers have the bigger size of

blocks that are obtained from the first wavelet transform decomposition.

First, the whole image is decomposed into a group of blocks of size 16x16. If the

variance in a block is lower than a given threshold, the block is assigned into layer 1
(Ll), which collects the blocks located in the smoothest regions of the image. Then

the rest of the blocks are decomposed into subblocks of size 8x8. The same threshold
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is used and bloc_ks located in a fairly smooth regions are assigned into layer 2 (Lz)
Finally, we furter decompose the remainder into blocks of size 4x4 and assign them
to the edge layer, layer 3 (L3) In order to obtain more perceptual result we need to
provide a more accurate reconstruction. Therefore a special layer for edges, layer 4
(L4) is constructed from layer 3. Layer 4 collects the blocks with large variance by

using a threshold with higher value. Here, the variance is calculated by using whole

pixels in a block

If the image or frame size is 512x512, then the procedure above is used.

Otherwise, for example, if the image or frame size is 256x256 then the corresponding

block sizes must be 8x8 for (Ll), 4x4 for (Lz) and 2x2 for (L3) and (L4).

After each layer has its own blocks, then the LBG rule is applied to the layers to
find the codebook for each layer. There are some advantages for this subcodebook

generation strategy :

1) Only layer members are involved in training for generation of the codebook.
Both the iteration times and the number of comparisons in’ each iteration are

considerably reduced. As a result, the total training time can be shortened.

2) By applying layer assignment, we can adjust the size’ of each codebook
according to the accuracy requirement for reconstruction of the different regions of
an image by either choosing the threshold values or changing the sizes of the

codebook for specific layers.

In the application, small size of codeword list for layerl and layer 2, medium size
of codeword list for layer 3 and big size of codeword list for layer 4 are selected by
the LBG algorithm. This means, we need less bits to represent the layer 1 and layer 2
that have big size of blocks and more bits are required for the the layer 3 and layer 4.
Therefore a compression is achieved. Compression result are stored into the

computer memory by the help of a structure tree shown in Figure 5.6. The
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assignment result can be demonstrated as a structure map shown in Figure 5.7. In
Figure 5 7 there are zeros and ones which are called structure codes. Structure codes
are needed to record the structure map which is based on the branch distribution of
the structure tree. The symbol “*” in Figure 5.7 represents the codeword address.
This is inserted between the structure codes. By using the reconstruction algorithm
the structure codes are decoded again by the help of the structure tree.

In this thesis the hierarchical finite state vector quantization algorithm is applied
to discrete wavelet transformed and zero tree structured intra video frame or a inter

error frame data. The zero tree structure will be destribed in the following chapter.

Figure 5.6 Structure Tree
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Figure 5.7 Structure Map
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. CHAPTER 6
A VIDEO COMPRESSION TECHNIQUE USING

ZEROTREE WAVELET AND HFSVQ

6.1 Introduction

In this chapter a video compression technique with comparable low bit rates is
presented. The proposed encoder is similar to other motion compensated, block
based DCT video coding standards such as MPEG-1/2, H.261/3 and MPEG-4/VM
(Rao & Hwang, 1996)(Sikora, 1997).

In this introduced encoder, the DWT is used instead of DCT, the OBMC
(Auyeung et al., 1992) is added to the block moﬁon estimation algorithm to match
better DWT and for coding the wavelet coefficients, the zerotree wavelet structure is
combined with the HFSVQ. DWT seems to have better performance than DCT for
image and video coding (Yeung, 1997). DWT. also provides us the scalability
functionalities of image and video. The speéiﬁc components of the coding algorithm
as shown in Figure 6.1 are the block motion estimation algorithm to track the local
motion, OBMC to remove the temporal redundancy, DWT to remove the spatial
correlation and the Lloyd Max quantization (Lloyd, 1982) to quantize the wavelet

coefficients.

The proposed algorithm is similar to the scheme introduced in (Martucci et al.,
1997). The main difference is combining the zerotree wavelet structure with HFSVQ
instead of arithmetic coding. It is important to note that, the zerotree structure

consists of different size of wavelet blocks that contain similar informations. Because
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of that it is very suitable for these blocks to be coded by HFSVQ algorithm. ZTW
structure itself has the ability to control the bit rate. When the HFSVQ is applied to
any ZTW structure, then each type of wavelet block will be represented by different
size of codeword. That will give us the second opportunity of controlling the bit rate.
In our proposed encoder, as a quantizer the Lloyd-Max and as a block motion

estimation algorithm the New Diamond Search are used.

| Rate Conral
Toput I-frame Zer
71 otree 1
~S~———— DWT
Video NNy — < I Structure | |®
l Y IBitstream
+ Q- ‘
_D Hierarchical — f
- c
_ ] Finite State :
DWT' uvmeﬁctmof
Block Q on
Motion + .
Estimation +
l —l— Huffman
Overlapping Block Coding [
Motion
Compensation
I Frame
Buffer

Motion Vectors

Figure 6.1 Block diagram of the proposed video encoder

The computer simulation of whole system is done by using the Object Oriented
Borland C++ Builder software.The simulation results of the proposed encoder was
taken using three types of standard video sequences; QCIF Akiyo which contains a
few movements at the rates of 10 kb/s and 5 fr/s, QCIF Carphone which contains
relatively more movements than Akiyo at the rates of 30 kb/s and 10 fr/s and QCIF
Coastguard which contains more movements than the others at the rates of 48 kb/s
and 7.5 fr/s. Average PSNR over the entire coded sequences show that the proposed
ZTW-HFSVQ video compression technique achieves comparable performance over
MPEG-4/VM, H.263, ZTE and EZW for both I and P frames.
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The proposed encoder consists of NDS, Hufman coding, OBMC, multiresolution
of DWT, ZTW structure, Lloyd-Max quantizer, HFSVQ and rate control structure. In
this chapter, the combination of ZTW structure with the HFSVQ, which is the novel

feature of this new introduced encoder is described in details.
6.2 Motion Estimation and Compensation

The proposed video coding algorithm uses the block motion estimation technique
called New Diamond Search (NDS) (Zhu & Ma, 2000). As explained in chapter 3,
the NDS performs better than the other well known block based search algorithms
such as tree step search, the logarithmic search, the novel four step search, the simple
and efficient search and the one at a time search both in reaching the lowest mean
square error and achieving a quite small average search point numbers. This work
which is the part of this thesis is published in (Kili¢ & Yilmaz, 2001). In block
motion estimation algorithm as a performance criteria, the mean square error is used.
Motion estimation is performed on the luminance 16x16 blocks. The search area is
constrained to 7 pixels in all four directions from the center of the macroblock. The

motion vectors of the macroblocks are Huffman encoded.

Overlapping block motion compensation (OBMC) used in our proposed encoder
is an advanced scheme which is used by H.263 (Auyeung et al., 1992). The OBMC
algorithm overlaps, windows, and sums prediction blocks in order to reduce the
effect ‘of block boundary discontinuities. In this method, each 8x8 block is
overlapped with two major neighboring blocks : 1) the upper left 8x8 block of each
16x16 macroblock is overlapped with the adjacent blocks located at the above and
left sides; 2) the upper right 8x8 block of each 16x16 macroblock is overlapped with
the adjacent blocks located at the above and right sides; 3) the lower left 8x8 block of
each 16x16 macroblock is overlapped with the adjacent blocks located at the below
and left sides; 4) the lower right 8x8 block of each 16x16 macroblock is overlapped
with the adjacent blocks located at the below and right sides. Therefore, each pixel of
motion compensated frame is a weighted sum of three prediction values from the

previous reconstructed frame: one value predicted using the current block motion
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vector and two other values predicted using the neighboring motion vectors. This
overlapping algorithm provides a coherent motion compensated frame and therefore,
a coherent motion residual frame which is free of artificial block discontinuities,
otherwise a nonoverlapping motion compensation scheme can naturally produce
some block discontinuities. Note that intra blocks are not overlapped with their

neighboring blocks.

The visual examples of block motion estimation by NDS algorithm and the
OBMC result are given in Figure 6.2 for the 48™ frame of Akiyo. In this figure the
encoder uses the standard QCIF Akiyo at the rates of 5 f/s and 10 kb/s. The
reconstructed 42 frame is used as an original past frame by the encoder in order to
obtain the 48" current frame of Akiyo. The MSE of the 42™ original past frame is
16.1. After the NDS algorithm is applied, the reconstructed 48" frame has a MSE
value of 30.22. In order to decrease block effects and MSE value, the OBMC
algorithm is applied to the reconstructed 48" frame of Akiyo. Then the error
decreases to MSE=24.43 which is suitable value for the error frame coding. Here, 68
% of the error macroblocks are the zerotrees, therefore the compression ratio is high
and 0.048 bpp.

The probability distributions of motion vector differences, which are obtained by
using motion vectors of reconstructed 48™ frame are given in Table 6.1. The motion
vector differences are Hufman encoded. The symbol codes which represents specific
.the motion vector differences are given in Table 6.2 (Rao & Hwang, 1996). The total
symbol code of the motion vector differences is 32 bits. That can be seen from Table
6.1 and Table 6.2. The total hufman code belongs to the motion vectors is 117 bits.
The bit requirement for encoding the 48™ error frame is 1360 bit. Therefore in order

to encode the 48" interframe of Akiyo, the encoder requires totally 1501 bits.
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Figure 6.2 The encoder results by using OCIF Akiyo sequence at the rates of 5 fis
and 10 kb/s (a) Reconstructed 42™ frame with MSE=16.1 (b) Original 48" frame (c)
Reconstructed 48" frame by NDS with MSE=30.22 (d) Reconstructed 48™ frame by
OBMC after the NDS with MSE=24.43 (¢) Reconstructed 48™ error frame after
OBMC (f) Reconstructed 48" error frame after error coding with MSE=14.6.
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Table 6.1 Probabilities of motion vector differences and corresponding Hufman

codes for reconstructed 48" frame of Akiyo

Numbers of | Difference on | Difference on | Probabilities Corresponding
Symbols the X axis the Y axis Hufman Codes
1 0 0 0.82828 0
2 0 -1 0.10101 1
3 1 -1 0.0303 110
4 -2 2 0.0101 1010
5 -1 0 0.0101 1011
6 0 1 0.0101 1000
7 1 0 0.0101 1001
Table 6.2 H.261 VLC Table of motion vector differences
Motion Vector VLC Code Motion Vector VLC Code
Difference Difference
-16, 16 0000 0011 001 0 1
-15, 17 0000 0011 011 1 010
-14, 18 10000 0011 101 2,-30 0010
-13,19 0000 0011 111 3,-29 00010
-12,20 0000 0100 001 4,-28 0000 110
-11,21 0000 0100 011 5,-27 0000 1010
=10, 22 0000 0100 11 6, -26 0000 1000
9,23 0000 0100 01 7,-25 00000110
-8,24 00000101 11 8, -24 0000 0101 10
-7,25 0000 0111 9,-23 0000 0101 00
-6, 26 0000 1001 10, -22 00000100 10
-5,27 0000 1011 11,-21 0000 0100 010
-4,28 0000 111 12, -20 0000 0100 000
-3,29 0001 1 13,-19 00000011 110
-2,30 0011 14, -18 0000 0011 100
-1 011 15, -17 0000 0011 010
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6.3 Discrete Wavelet Transform of QCIF Video Frames

The wavelet transform performs decomposition of video frames or motion
compensated residuals into a multiresolution subband representation. An important
feature of our implementation is the ability to use different filter banks at each level
of the decomposition. This is important because longer filters provide good
frequency localization but can cause ringing artifacts along the edges of objects
while the use of shorter filter banks cause less ringing artifacts but more blockiness
in the recontructed frame. Therefore the Biorthogonal 9.3 filter bank (Stang &
Nguyen, 1996) is used at the fist level of the DWT, decomposition followed by the

Haar filter for the remaining two levels.

22 44 88 176

Special IIX
18 II
III III

36 I

II II

72

Figure 6.3 DWT layer structures for a QCIF video frame

Since the size of standard QCIF video frame is 176x144 pixels, then three levels

DWT can be applied maximum. This process is shown in Figure 6.3.
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In order to explain how the DWT is applied to QCIF video frame denoted by
matrix A, let’s assume that the scaling function and the wavelet function filters are
represented by H and G respectively. The DWT coefficients can be calculated by
inner products that are given in the equations (4.30) and (4.31) by using wavelet and
the scaling function coefficients. The process of the DWT decomposition can be
explained as follows. On the rows of the matrix A the filters H and G are applied.
The two resulting matrices are obtained; Ay=H:;A and Ag=G;A, both of dimensions
88x144 (Symbols r and ¢ denote that the filters are applied row-wise and column-
wise respectively to the A). Now on the columns of Ay and A,, filters H and G are
applied again and the four resulting matrices Am=HHA, Ap=GHA, Ag=HGA
and Ag=G.G:A of dimension 88x72 are obtained. The matrix Ay, is the low
frequency subband, while the matrices Apg, Agn and Ay, are the high frequency
subbands. This decomposition process is shown in Figure 6.4.

Figure 6.4 The first layer of the DWT decomposition of a Carphone video frame



87

The H and G operators are applied pixel couple by pixel couple on the rows and
columns of A. Let’s assume that a,, n=1, 2, ...,176 is a row sequence of QCIF video
frame, hg;, i=1, 2, ..., 9 and gg;, i=1, 2, 3 are the Biorthogonal (9.3), hy;, i=1,2 and gg;,
i=1,2 are the Haar scaling and wavelet function coefficients respectively, which are
shown in Table 4.1. The bj=H(a;) and ¢;=G(a;) are the jth result of the Biorthogonal
(9.3), d=H(a; and e=G(a;) are the jth result of Haar scaling (H) and wavelet (G)

operators respectively for any row sequence.

The H and G operators are applied every row and column sequence of a,. The
first level DWT application formulations using Biorthogonal (9.3) for a row
sequence are shown in Equation (6.1). The same formulations are applied to the

columns of A, and Ag matrices in order to obtain Apn, Agh, Ang and Agg.

bj+l =a, (hm +hpg; + hps + hg, + hB9)+ . (hsz +hgy + hgs + th)
Cru = (8o + 853)+ Qs 82 (M =2j+1, j=0,1,2,..,87) (6.1)
The second and third level DWT decompositions are obtained by applying the

same procedure on App and Ay, matrices by using Haar function. The second and

third level DWT application formulations for a row sequence are shown in Equation
(6.2).

dj =, hyy + 8y by,
€jny = G iy + Ay 8arz2 - (M=2j+1, j=0,1,2,...,87) (6.2)
Note that, the wavelet and scaling function coefficients are orthogonal as given by

Equation (4.3). Therefore the same procedure described above can be used in the

computations of inverse DWTs.
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6.4 Lloyd-Max Quantization of Wavelet Coefficients

Lloyd-Max quantization algorithm (Yin, 2000) is a nonuniform quantization
process. The distributions of the wavelet coefﬁciénts of any video frames are not
uniform. Except for the lowest frequency coefficients, the histograms of all
remaining wavelet transform layers have a nearly zero symetric Laplacian

distribution that is shown in Figure 6.5.
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Figure 6.5 Histogram for three levels DWT of a QCIF video frame

Lloyd-Max quantization process follows the Gaussian curve and finds an
optimum number of nonuniform quantization intervals depending on the standart
deviation criteria. In our proposed encoder only the coarsest subband is uniformly
quantized and the rest of the subbands are nonuniformly quantized by using Lloyd-
Max algorithm. At the end of nonuniform quantization process each standart

deviation and the number of quantization intervals for each subband are sent as side
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information. Note that the Lloyd-Max algorithm is applied to entire wavelet
coefficients in a subband except deadzone area in which all amplitudes are too small
and set to zero by a predefined threshold value before the process. The application
area of Lloyd-Max quantization algorithm is shown in Figure 6.6.

dead .
zone
Lloyd-Max Lloyd-Max
Quantization Quantization
/ \
minimum -thr 0 thr maximum

Figure 6.6 Deadzone and Lloyd-Max quantization locations in a wavelet transform
layer. Horizontal scale is the wavelet coefficient amplitudes, vertical scale is the

number of wavelet coefficients.

The wavelet coefficients belong to high frequency layers have both narrower
bands and smaller amplitudes, but in low frequency layers the wavelet coefficients

have both more wide bands and bigger amplitudes. As an example, the Biorthogonal
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9.3 DWT is applied to the 256x256 Lena image and the maximum, minimum

coefficients for different layers are shown in Table 6.3

Table 6.3 The maximum and minimum Biorthogonal 9.3 DWT coefficient values for
layers of 256x256 LENA image

Layer Layer Layer | Layer | Layer | Layer | Layer
Special 6 5 4 3 2 1

Minimum | 5550.2 21119 | -15179 | -727.3 | -419.6 | -302 | -168

Maximum| 10266.6 1516.1 | 14339 | 779.9 | 426.1 | 222.7 137
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Figure 6.7 Lloyd-Max illustration of a video frame for two levels DWT.



91

In Figure 6.7, the Lloyd-Max quantization representation is shown for each layer
of a video frame. In this figure, only the two levels of DWT structure is shown for
Lloyd-Max quantization illustration. Note that each layer has its own standard

deviation that is sent as a side information by the encoder.
6.5 Zerotree Structure

The DWT decomposes the input video frame into a set of subbands of varying
resolutions (Rogers & Cosman, 1998). The coarsest subband is a lowpass
approximation of the original frame, and the -other subbands are finer-scale
refinements. In the hierarchical subband system such as that of the wavelet
transform, with the exception of the highest frequency subbands, every coefficient at
a given scale can be related to a set of coefficients of similar orientation at the next
finer scale (Averbuch et al., 1996). The coefficient at the coarse scale is called the
parent, and all coefficients at the same spatial location and of similar orientation at
the next finer scale are called children. As an example, Figure 6.8 shows a wavelet
tree descending from a coefficient in the subband. For the lowest frequency subband,
in the example, the parent-child relationship (Martucci et al., 1997) is defined such
that each parent node has three children, one in ¢ach subband at the same scale and

spatial location but different orientation.

Zerotree structure is built on the parent-child relationship (Lo et al., 2000), (Wang
& Ghanbari, 1997). The zerotree structure takes advantage of the principle that if a
wavelet coefficient at a coarse scale is insignificant (quantized to zero) with respect
to a given threshold , then all wavelet coefficients of the same orientation at the same
spatial location at finer wavelet scales are also likely to be insignificant with respect
to that . The zerotree structure is similar to the zigzag scanning and end-of-block

symbol commonly used in coding DCT coefficients.
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Figure 6.8 Parent-child relationship for wavelet coefficients.

In zerotree structure, the coefficients of each wavelet tree are reorganized to form
a wavelet block as shown in Figure 6.9. Each wavelet block comprises those
coefficients at all scales and orientations that correspond to the frame at the spatial
location of tﬁat block. The concept of the wavelet block provides "an aséociation
between wavelet coefficients and what they represent spatially in the frame.
Quantization of the wavelet transform coefficients can be done prior to the
construction of the wavelet tree, as a separate task, or quantization can be

incorporated into the wavelet tree construction.
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Figure 6.9 Reorganization of a wavelet tree into a ZeroTree wavelet block.

In the zerotree structure if all coefficients of any parent block are zero or nearly
zero value then all other children blocks of that zerotree are unimportant. That means

we can easly represent that zerotree with the value of zero.

Zerotree structure is a new efficient technique, for coding wavelet transform
coefficients of motion-compensated video residuals or of video frames. This new
zerotree structure provides us to reach the same wavelet information belongs to
different frequencies through the DWT layers. Zerotree structure organizes wavelet
coefficients into wavelet trees and then uses zerotrees to reduce the number of bits
required to represent those trees. Zerotree structure has these advantages: 1)
quantization can be performed distinct from the zerotree growing process or can be
incorporated into the process thereby making it possible to adjust the quantization
according to where the transform coefficient lies and what it represents in the frame;
2) coefficient scanning, tree growing, and coding can be done in one pass instead of

bit-plane-by-bit-plane; 3) coefficient scanning is changed from subband-by-subband.

Since a zerotree collects different size of blocks then it is very suitable for coding
those blocks by a variable block size coding algorithm. Therefore in my proposed
coding algorithm hierarchical finite state vector quantization algorithm is used to

encode the zerotrees.
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6.6 HFSVYQ and Rate Control

Hierarchical finite state vector quantization is an advanced algorithm of vector
quantization that uses different size of blocks in the processing of an image. A
zerotree consists of variable block sizes of the similar information that belongs to
different layers. The proposed encoder produces the codebooks and codewords of
each subband using LBG algorithm (Lin & Tai, 1998). The similar sizes of wavelet
blocks are used to produce a codebook list that belong to that DWT layer. The
amplitudes and the bandwidths of the wavelet coefficients decrease dramatically
from the coarsest low frequency subband to the high frequency subbands. Therefore
the size of the codebooks for the low frequency subbands are defined bigger than the
codebooks for the higher frequency subbands. Hence, the big children blocks are
represented by a small number of bits which increases the coding efficiency. In the
proposed encoder, the standard QCIF video frames are used and three DWT is
applied to each video or error frame. Therefore three types of wavelet blocks are
used in a zerotrees structure, which are 2x2, 4x4 and 8x8 pixels sizes. The possible
block sizes for each DWT layers and the number of zerotree blocks are shown in
Table 6.4.

Table 6.4 For a 176x144 QCIF Frame, possible block sizes and number of zerotree
blocks in each level of DWT decomposition

r TOTAL
DWT Possible Corresponding Block Sizes for Each Level Zerotree Block
Level v v m .| I I ‘| In The Frame
- - - - 1x1 6336
- - - - 2x2 1584
I - - - - 4x4 396
- - - - 8x8 99
- - - 1x1 2x2 1584
I - - - 2x2 4x4 396
- - - 4x4 8x8 99
- - 1x1 2x2 4x4 396
I - - 2x2 4x4 8x8 99
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Since each QCIF error frame contains a few amount of wavelet coefficients small
sizes of codebooks are defined for each DWT level. The number of codeword
requirements for each DWT level of an error frame is, 4-16 for level 1, 8-32 for level
2 and 16-32 for level 3. The Intra-frame coding requires more codewords than the
error frames do. The number of codeword requirements for each DWT level of an
intra-frame is, 8-32 for level 1, 16-64 for level 2 and 32-128 for level 3. Here level 1
represents the wavelet coefficients of highest frequeny and level 3 represents the

wavelet coefficients of lowest frequency.

The HFSVQ coding tree and the block sizes are shown in Figure 6.10. All the
codebooks that belong to DWT layers are Hufman encoded.

1
252 Layer
Zerotree
Layer 2
4x4 A
8x8 D Layer 3
Zero Value

Figure 6.10 The HFSVQ block sizes and coding tree that are used by the encoder

In order to obtain the Zerotree blocks for the HFSVQ, minimum sizes of block
(2x2) is defined in the highest DWT decomposition. The zerotree structure collects
the double sizes of corresponding blocks in the lower DWT decompositions. For
example, if 2x2 blocks are taken from the the highest DWT decomposition level of a
QCIF frame, that is third level, then the corresponding block which contains the

similar information in the second level must be in 4x4 pixel size.

The advantages of for this zerotree subcodebook generation strategy. 1) Only
layer members are involved in training for generation of the codebook. Both the

iteration times and the number of comparisons in each iteration are considerably
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reduced. As a result, the total training time is shortened. 2) By applying layer
assignment, the size of each codebook is adjusted according to the accuracy

requirement for reconstruction of the different regions of a video frame.

In the encoding process if the coefficients of a parent block in the coarsest
subband are zero then this is defined as a zerotree and encoder passes to scan an
other zerotree. If the coefficients of any subband blocks are zero then quadtree scan
gives zero to this layer and changes the layer. If the blocks have no zero information
then corresponding adress from the codebook is used instead of the original block.
The more zerotrees and zerolayers the less bits. encoder requires in the coding

process.

The rate control is performed by the encoder in three possible mechanism: 1)
increasing the number of the Lloyd-Max quantization intervals of any subband also
increases the total bitrate and quality of the video frame. On the contrary decreasing
it causes low quality and low bit rate (initial value is S=3), 2) increasing. the
bandwidth of the deadzone area of any subband causes a decrease both in the quality
of video frame and total bit rate. On the other hand smaller deadzone areas of any
subband increases the bitrate and the quality of the frame.Note that increasing or
decreasing the parameters mentioned above are performed in all subbands,(initial
area is %5 x maximum wavelet value), 3) increasing and decreasing the codebook
sizes in each DWT level change the bit rate(initial codebook sizes for level 1=4, level
2=8,level 3=16)

6.7 Simulation Results

The proposed encoder is designed to encode I and P frames using diamond search
block motion estimation, OBMC, Lloyd-Max quantization, DWT, Zerotree wavelet
structure and the HFSVQ algorithm.

The experimental results of the proposed encoder was taken using the three

components (Y, Cb, Cr) of the standart QCIF video sequences such as Akiyo,



97

Foreman, News, Carphone and Coastguard. We corﬁpared the proposed encoder with
zerotree coding(ZTE), embedded zerotree wavelet coding(EZW) and with the block
based MPEG-4 verification model (VM) (Sikora, 1997). The block based MPEG-4 is
a slightly modified version of DCT-based H.263 coder.

In our first experiment, I frame coding results of ZTE, EZW, MPEG-4/VM and
ZTW-HFSVQ were compared. The comparison was made at 14 kb, 27 kb and at 28
kb using the first frames of Akiyo, News, Foreman. The PSNR results for the
luminance component (Y) and the average for the two chrominance components Cb
and Cr labeled as C are shown in Table 6.5. The performance results of MPEG-4,
EZW and ZTE shown in Table 6.5 were given in (Martucci et al., 1997). It is seen
that ZTE gives better performance than MPEG-4/VM and EZW., On the other hand
the proposed encoder seems to be better than the other three algorithms mentioned

above both in luminance and chrominance for all test sequences.

Tablo 6.5 QCIF first I-Frame Coding PSNR Results in dB

QCIFFirst | Bits | Y | MPEG4 | EZW | ZTE | ZTW-HFSVQ

I Frames (kb) C VM

Akiyo 14 Y 33.06 33.77 | 34.62 34.62

C 36.31 35.71 | 36.19 36.41

Akiyo 28 Y 38.42 40.18 | 40.18 40.82

C | 4081 | 3950 | 4081 41.43

News 14 | Y | 2860 | 2938 | 2938 29.42

C 33.82 31.78 | 3347 34.25

News 27 Y | 3338 34.68 | 34.49 35.13

C 37.39 35.12 | 36.84 40.06

Foreman 14 Y 30.11 30.85 30.86 30.88

C 38.27 37.57 | 38.69 39.42

Foreman 27 Y 35.05 3549 35.27 36.16

C 40.71 4123 | 40.76 41.70
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A comparison of H.263 Intra coding with ZTW-HFSVQ using the first frame of
Akiyo QCIF is given in Figure 6.11. For high compression ratio the proposed
algorithm is seems to have approximately 1 dB gain and for low compression ratio

the gain is approximately 2 dB.
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Figure 6.11 Intra coding comparison between H.263 and ZTW-HFSVQ

The second experimental result is a comparison of ZTE, EZW, MPEG-4/VM and
ZTW-HFSVQ for P-frame coding.

The first comparison was made using Akiyo QCIF video sequence at the rates of
5 fr/s and 10 kb/s. This is shown in Figure 6.12(a), Figure 6.12(b) and Table 6.6 for
luminance and chrominance frames (Martucci et al., 1997) (ITU, 1997). It is seen
that, the ZTW-HFSVQ algorithm has 1.19 dB and 1.08 dB better performance than
MPEG-4/VM and ZTE respectively for luminance frames and 2.34 dB and 1.96 dB
for chrominance frames. It is also seen that ZTW-HFSVQ algorithm is 2.45 dB better

than H.263 for luminance frames and 3.7 dB for chrominance frames.



Table 6.6 P Frame PSNR results for Akiyo at the rates of 5 fr/s and 10 kb/s

Sequence Bit | Y/C | MPEG4 | ZTE | H.263 | ZTW-HFSVQ
Rate VM
Akiyo | 10kb/s| Y 35.64 | 3575 | 34.38 36.83
C 3948 |[39.86 | 38.12 41.82
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Figure 6.12 a) Luminance PSNR results for Akiyo at the rates of 5 fr/s and 10 kb/s
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Figure 6.12 b) Chrominance PSNR results for Akiyo at the rates of 5 fr/s and 10 kb/s

The second comparison was made for Carphone QCIF video sequence at the rates
of 10 f/s and 30 kb/s . The results are shown in Figure 6.13 and Table 6.7. The
proposed coder achives approximately 1.68 dB and 2.54 dB gain over H.263, 2.04
dB and 2.79 dB gain over MPEG-4 / VM for luminance and chrominance frames

respectively. -

Table 6.7 Carphone QCIF sequence at the rates of 10 fr/s and 30 kb/s

Algorithm Frame Bit PSNR
Rate Rate Y/C
H263 10 f/s 30 kb/s 31.42dB/37.98 dB
MPEG-4/ VM 10 /s 30 kb/s 31.06dB/37.73 dB
ZTW-HFSVQ 10 f/s 30 kb/s 33.10dB /40.52 dB
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Figure 6.13 PSNR luminance results for Carphone at the rates of 10 f/s and 30 kb/s

The interframe visual comparison of 72" Carphone luminance frame between
ZTW-HFSVQ and H.263 is shown in Figure 6.14. When the PSNR values are
compared, it is seen that the ZTW-HFSVQ algorithm has 1.2 dB improvement over
H.263 algorithm. h

(@) (b)
Figure 6.14 Visual comparison of 72™ Carphone frame a) original frame b) H.263
result with PSNR=32.5 dB and ¢) ZTW-HFSVQ result with PSRN=33.7 dB.
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()
Figure 6.14 Visual comparison of 72" Carphone frame a) original frame b) H.263
result with PSNR=32.5 dB and ¢) ZTW-HFSVQ result with PSRN=33.7 dB.

The third comparison was made for Coastguard QCIF video at the rates of 7.5 f/s
and 48 kb/s . The results are shown in Figure 6.15 and Table 6.8 (Martucci et al.,
1997) (Sun, 2002).
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Figure 6.15 Luminance PSNR results for Coastguard at rates of 7.5 f/s and 48 kb/s
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Table 6.8 Coastguard QCIF video sequence at the rates of 7.5 fr/s and 48 kb/s

Algorithm Frame Bit PSNR
Rate Rate Y/C
MPEG4-VM 7.51/s 48 kbl/s 29.74 dB / 40.78 dB
H.263 7.51/s 48 kb/s 29.82 dB /40.70 dB
ZTE 7.51/s 48 kb/s 29.20 dB / 40.88 dB
ZTW-HFSVQ 7.5 1/s 48 kb/s 30.92dB/42.82dB

The average PSNR value of the ZTW-HFSVQ encoder over the entire coded
sequence is 30.92 dB for luminance and 42.82 dB for chrominance frames. The
average improvements in PSNR of the introduced encoder over MPEG-4/VM, ZTE
and H.263 are 1.18 dB, 1.72 dB and 1.10 dB respectively for luminance frames and
2.04 dB, 1.94 dB and 2.12 dB for chrominance frames. The interframe visual
comparison of 40™ Juminance Coastguard frame between ZTW-HFSVQ and MPEG-
4/VM is shown in Figure 6.16. When the PSNR values are compared, it is seen that
the ZTW-HFSVQ algorithm has 1.6 dB improvement over MPEG-4/VM algorithm.

(@ (b)

Figure 6.16 Visual comparison of 40™ luminance Coastguard frame a) original
frame b) Reconstructed by MPEG-4/VM, PSNR=29.7 dB and c) Reconstructed by
ZTW-HFSVQ, PSRN=31.3 dB.
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(©)
Figure 6.16 Visual comparison of 40™ luminance Coastguard frame a) original
frame b) Reconstructed by MPEG-4/VM, PSNR=29.7 dB and ¢) Reconstructed by
ZTW-HFSVQ, PSRN=31.3 dB.

The performance results of H.263, MPEG-4/VM and ZTW-HFSVQ video
compression techniques using Akiyo, Carphone and Coastguard QCIF video
sequences are shown in Table 6.9 (Martucci et al., 1997) (ITU, 1997)(Sun, 2002). It
is seen that for the QCIF videos that contains low movement such as Akiyo the
performance of MPEG-4 / VM is better than H.263. For the QCIF videos that
contains medium or much movement such as Carphone and Coastguard respectively,
the performance of H.263 is better than MPEG-4 / VM. On the other hand for the
three type of QCIF videos which contains low,medium and much movements such as
Akiyo, Carphone and Coastguard respectively the performance of the proposed video
coding technique is better than the H.263 and MPEG-4 / VM techniques.

Table 6.9 The average results of H.263, MPEG-4/VM and ZTW-HFSVQ in dB.

Sequence |Fr.R.| B.R H 263 | MPEG 4/VM ZTW HFSVQ

(fi/s) | (kbls) | Y C Y C Y C

Akiyo 5 10 344 | 38.1 | 35.6 39.5 36.8 41.8

Carphone 10 30 314 | 38.0 | 31.1 37.7 33.1 40.5

Coastguard | 7.5 48 29.8 | 40.7 | 29.7 40.8 30.9 42.8
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CHAPTER 7
CONCLUSION

In this thesis, the search for improving the video compression techniques is
addressed. The main concern is to design a video compression technique with
comparable low bit rates. The proposed encoder is similar to other motion
compensated; block based dicrete cosine transform (DCT) video coding standards
such as MPEG-1/2, H.261/3 and MPEG-4/Verification Model (VM). In this
introduced encoder, the discrete wavelet transform (DWT) is used instead of DCT,
overlapping block motion compensation (OBMC) is added to the block motion
estimation algorithm to match better DWT and for coding the wavelet coefficients,

the zerotree wavelet structure is combined with the HFSVQ.

In this study, performances of the popular block motion estimation algorithms are
compared using standard 100 frames of Football and Miss America video sequences.
These block motion estimation algorithms are Two Dimensianal Logarithmic Search
(TDL), One at a Time Search (OTS), Three Step" Search(3SS), New Three Step
Search (N3SS), Improved Three Step Search (I3SS), Novel Four. Step Search
(N4SS), Simple and Efficient Search (SES), New Diamond Search (NDS). The Mean
Square Error (MSE) and the Search Point Number (SPN) criterion are used for the

performance comparison.

The block motion estimation algorithm is performed by using large macro block
size (16x16). That’s why the average MSE value for large block sizes is considered.
The results show that the NDS has the best performance. Unfortunately the SES,
TDL and I3SS, which have very good performances as far as SPN is concerned, have

very poor MSE values. When both average SPN and MSE are concerned, it can be
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seen easly that NDS has the best performance. Therefore as a block motion

estimation algorithm the NDS is selected to track the local motion.

The overlapping block motion compensation (OBMC) (Auyeung et al., 1992)
technique which is an advance scheme in the H.263 standard is described and its
performance results are also presented. The standard OBMC filters are 8x8 pixel size
for the 16x16 macroblocks. Since the performance comparison of the block motion
estimation algorithms mentioned above are done using different size of macroblocks
then additional new OBMC filters are designed for 8x8, 16x8, 8x16, 4x4 macroblock
sizes. The OBMC technique is used after the block motion algorithm to reduce the
block artifacts.

In order to remove the spatial correlation a three level of discrete wavelet
transform (DWT) is used instead of DCT. DWT seems to have better performance
than DCT for image and video coding (Xiong, Z. et al., 1999). DWT also provides us
the scalability functionalities of image and video. The encoder uses different filter
bank at each level of the decomposition. Since the longer filters provide good
frequency localization and shorter filters cause less ringing artifacts, the
Biorthogonal 9.3 filter bank is used at the first level of the DWT decomposition

followed by the Haar filter for the remaining two levels.

It is seen that the DWT coefficients of a QCIF video frame are Gaussian shape
distributed in each level except the lowest frequency subband. The Lloyd-Max is a
non-uniform quantizer (Yin, C.Y., 2000) that follows the Gaussian curve and finds
an optimum number of nonuniform quantization intervals depending on the standart
deviation criteria. In the proposed encoder only the lowest frequency subband is
uniformly quantized and the rest of the subbands are nonuniformly quantized by
using the Lloyd-Max quantizeér. At the end of nonuniform quantization process each
standart deviation and the number of quantization intervals for each subband are sent

as side information.
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In a multiresolution DWT system, except the highest frequency subbands, every
coefficient at a given scale can be related to a set of coefficient of similar orientation
at the next finer scale. The coefficient at the coarse scale is called the parent, and all
coefficients at the same spatial location and of similar orientation at the next finer
scale are called children (Martucci, S.A., 1997). The zerotree wavelet
structure(ZTW) collects all parent and children wavelet blocks together. The
proposed algorithm is similar to the ZTE scheme introduced in (Martucci, S.A.,
1997). The main difference is combining the zerotree wavelet structure with HFSVQ
instead of arithmetic coding. It is important to note that, the zerotree structure
consists of different size of wavelet blocks that contain similar informations. Because

of that it is very suitable for these blocks to be coded by HFSVQ algorithm.

The rate control was performed by the encoder in three possible mechanism; 1)
Increasing the number of the Lloyd-Max quantization intervals of any subband also
increases the total bitrate and quality of the video frame. On the contrary decreasing
it causes low quality and low bit rate, 2) Increasing the bandwidth of the deadzone
area of any subband causes a decrease both in the quality of video frame and total bit
rate. On the other hand smaller deadzone areas of any subband increases the bitrate
and the quality of the frame.3) When the HFSVQ is applied to any ZTW structure,
then each type of wavelet block will be represented by different size of codeword.
That will give us the third opportunity of controlling the bit rate. Note that
increasing or decreasing the parameters mentioned above are performed in all

subbands.

The encoder is computer simulated by using the Object Oriented Borland C++
Builder software. The simulation results of the proposed encoder was taken using
three types of standard video sequences; QCIF Akiyo which contains a few
movements at the rates of 10 kb/s and 5 fr/s, QCIF Carphone which contains
relatively more movements than Akiyo at the rates of 30 kb/s and 10 fr/s and QCIF
Coastguard which contains more movements than the others at the rates of 48 kb/s
and 7.5 fr/s.
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In the first stage of simulation, the intra frame coding results of the ZTE, EZW,
MPEG-4/VM and ZTW-HFSVQ techniques are compared at QCIF resolution. The
comparison was made at 14 kb, 27 kb and at 28 kb using the first frames of Akiyo,
News, Foreman. It is seen that ZTE gives better performance than MPEG-4/VM and
EZW. On the other hand the proposed encoder seems to be better than the other three
algorithms mentioned above both in luminance and chrominance for all intra test
frames. In this stage of simulation, the Intra coding results of H.263 and ZTW-
HEFSVQ are also compared at different compression ratios using the first frame of
QCIF Akiyo video. At the high compression ratios the proposed algorithm is seems
to have approximately 1 dB gain and for low compression ratio the gain is

approximately 2 dB over the H.263 standard.

In the second stage, MPEG-4/VM, EZW, ZTE and H263 are compared with the
introduced ZTW-HFSVQ scheme for P-frames. The first comparison was made
using Akiyo QCIF video sequence at the rate of 5 fr/s and 10 kb/s. It is seen that the
ZTW-HFSVQ algorithm has 1.19 dB and 1.08 dB better performance than MPEG-
4/VM and ZTE respectively for luminance frames and 2.34 dB and 1.96 dB for
chrominance frames. It is also seen that ZTW-HFSVQ algorithm is 2.45 dB and 3.7
dB better than H.263 for luminance and chrominance frames respectively. The
second comparison was made for Carphone QCIF video sequence at the rates of 10
f/s and 30 kb/s. The proposed coder achives approximately 1.68 dB and 2.54 dB gain
over H.263, 2.04 dB and 2.79 dB gain over MPEG-4 / VM for luminance and
chrominance frames respectively. The third compaﬁson was made for Coastguard
QCIF video sequence at the rates of 7.5 f/s and 48 kb/s. Thevaverage improvements
in PSNR of the introduced encoder over MPEG-4/VM, ZTE and H.263 are 1.18 dB,
1.72 dB and 1.10 dB respectively for luminance frames and 2.04 dB, 1.94 dB and

2.12 dB for chrominance frames.

Average PSNR over the entire coded sequences show that the proposed ZTW-
HESVQ video compression technique achieves coparable performance over MPEG-
4/VM, H.263, ZTE and EZW for both I and P frames.
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